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Preface 

The amount of research being done in the area of optical burst switch
ing has increased tremendously in the past several years. A few years 
ago, there were very few research works on optical burst switching. Now, 
entire technical sessions at major conferences are being devoted to the 
topic of optical burst switching, and several workshops on optical burst 
switching have been organized. An Optical Burst Switching Forum has 
been formed to facilitate research in optical burst switching through 
discussion and collaboration, and several international efforts are under 
way to develop optical burst-switched networks. The amount of research 
and development being devoted to optical burst switching is a good in
dication of the significant potential of optical burst-switched networks. 
Optical burst-switched networks have the potential to provide flexible 
all-optical data transmission without significant technological barriers. 

The book is intended to provide an overview of optical burst switch
ing. Since the amount of research in optical burst switching is growing 
rapidly, it is impossible to cover every research work on the topic. In
stead, we attempt to identify key areas in optical burst switching, and 
outline the various design choices and parameters in each of these ar
eas. We then discuss several research papers within the context of this 
general framework and present in-depth coverage of selected scheme and 
techniques. 

The book is organized into eight chapers. Chapter 1 provides an 
introduction to optical burst switching, with comparisons to optical cir
cuit and packet switching techniques. Chapter 2 presents an overview 
of the optical burst switching node architecture and discusses several 
component-level and physical-layer issues in optical burst-switched net
works. Chapter 3 discusses the issue of burst assembly at the edge 
nodes. Chapter 4 discusses several signaling schemes for reserving re
sources in an optical burst-switched network. Chapter 5 discusses the is-
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sue of contention in optical burst-switched networks and presents several 
approaches for resolving contention. Chapter 6 discusses the problem 
of scheduling bursts on wavelength-division multiplexed links. Chapter 
7 presents an overview of quality of service schemes for optical burst-
switched networks. Finally, Chapter 8 discusses various additional issues 
in optical burst-switched networks, such as survivability, mulitcasting, 
and the interaction of optical burst switching with higher-layer protocols 
and applications. 

Much of this book is the result of research that we have conducted 
with graduate students in the Advanced Networks Research Lab at the 
University of Texas at Dallas, and we would like to acknowledge the 
contributions of these students. In particular, we would like to thank 
Qiong Zhang for her contributions in the area of quality of service in op
tical burst-switched networks, Farid Farahmand, Tao Zhang, and Guru 
Thodime for their contributions related to contention resolution, Raviki-
ran Karanam for his contributions in signaling protocols, Karthik Hari-
doss for his work on burst assembly, and Sriranjani Sitaraman for her 
work on burst segmentation. 

We would also like to acknowledge support from the National Science 
Foundation (NSF) through grant ANI-01-33899. Without this funding, 
the book would not have been possible. Finally, we would like to thank 
our parents for their love, support, and encouragement over the years. 

Jason P. Jue, jjue@utdallas.edu 
Vinod M. Vokkarane, vvokkarane@umassd.edu 

September 2004 
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Chapter 1 

INTRODUCTION 

Over the last decade, the field of networking has experienced growth 
at a tremendous rate. The rapid expansion of the Internet and the ever-
increasing demand for multimedia information are severely testing the 
limits of our current computer and telecommunication networks. There 
is an immediate need for the development of new high-capacity networks 
that are capable of supporting these growing bandwidth requirements. 

In order to meet these growing needs, optical wavelength-division mul
tiplexing (WDM) communication systems have been deployed in many 
telecommunications backbone networks. In WDM systems, each fiber 
carries multiple communication channels, with each channel operating 
on a different wavelength. Such optical transmission systems have the 
potential to provide over 50 Tb/s on a single fiber. 

Optica! Packet 
Switched Network 

Dynamic Wavelength t 
Routed Network j 

Static Wavelength 
Routed Network 

iliiiiiiipiiiiiliS 

Time 

Figure 1.1. Evolution of optical transport methodologies. 
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Figure 1.1 shows the evolution of the different optical transport method
ologies [1]. The first generation optical network architectures consist of 
point-to-point WDM links. Such networks are comprised of several point-
to-point links at which all traffic arriving to a node is dropped, converted 
from optics to electronics, processed electronically, and converted from 
electronics to optics before departing from the node. The dropping and 
adding of traffic at every node in the network incurs significant overhead 
in terms of switch complexity and electronic processing cost, particularly 
if the majority of the traffic in the network happens to be bypass traffic. 
In order to minimize the network cost, all-optical devices can be used. 

Second-generation optical network architectures are based on wave
length add-drop multiplexers (WADM) [2], where traffic can be added 
and dropped at WADM locations. WADMs can allow selected wave
length channels on a fiber to be terminated, while other wavelengths 
pass through untouched. In general, the amount of bypass traffic in the 
network is significantly higher than the amount of traffic that needs to 
be dropped at a specific node; hence, by using WADMs, we can reduce 
the overall network cost. WADMs are primarily used to build optical 
WDM ring networks, which are expected to deployed in metropolitan-
area markets. 

In order to build a mesh network consisting of multi-wavelength fiber 
links, appropriate fiber interconnection devices are needed. Third-gen
eration optical network architectures are based on all-optical intercon
nection devices. These devices fall under three broad categories, namely 
passive star couplers, passive routers, and active switches [3]. The pas
sive star is a broadcast device. A signal arriving on a given wavelength 
on input fiber port of the star coupler will have its power equally di
vided among all output ports of the star coupler. A passive router can 
separately route each of several wavelengths arriving on an input fiber 
to the same wavelength on different output fibers. The passive router 
is a static device; thus, the routing configuration is fixed. An active 
switch also routes wavelengths from input fibers to output fibers and 
can support simultaneous connections. Unlike a passive router, the ac
tive switch can be reconfigured to change the interconnection pattern 
of incoming and outgoing wavelengths. In these third-generation optical 
networks, data is allowed to bypass intermediate nodes without undergo
ing conversion to electronics, thereby reducing the costs associated with 
providing high-capacity electronic switching and routing capabilities at 
each node. 

Emerging all-optical systems are expected to provide optical circuit-
switched connections, or lightpaths [23], between edge routers over an 
optical core network; however, since these circuit-switched connections 
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are fairly static, they may not be able to accommodate the bursty nature 
of Internet traffic in an efficient manner. Ideally, in order to provide the 
highest possible utilization in the optical core, nodes would need to pro
vide packet switching at the optical level [12, 6]. Such all-optical packet 
switching is likely to be infeasible in the near future due to technological 
constraints. 

A possible near-term alternative to all-optical circuit switching and 
all-optical packet switching is optical burst switching [6]. In optical burst 
switching, packets are concatenated into transport units referred to as 
bursts. The bursts are then switched through the optical core network 
in an all-optical manner. Optical burst-switched networks allow for a 
greater degree of statistical multiplexing and are better suited for han
dling bursty traffic than optical circuit-switched networks. At the same 
time, optical burst-switched networks do not have as many technological 
constraints as all-optical packet-switched networks. In order to highlight 
the differences between optical circuit switching, optical packet switch
ing, and optical burst switching, we discuss each approach in detail. 

1.1 Optical Circuit Switching 
Wavelength-routed optical networks employ optical circuit switching 

in which all-optical wavelength paths (lightpaths) are established be
tween pairs of nodes. The establishment of lightpaths involves several 
tasks. These tasks include topology and resource discovery, routing, 
wavelength assignment, and signaling and resource reservation. 

Topology and resource discovery involves the distribution and main
tenance of network state information. Typically this information will 
include information on the physical network topology and the status of 
links in the network. In a wavelength-routed WDM network, this infor
mation may include the availability of wavelengths on a given link in the 
network. A common protocol for maintaining link state information in 
the Internet is the Open Shortest Path First (OSPF) protocol. 

The problem of finding routes and assigning wavelengths for lightpaths 
is referred to as the routing and wavelength assignment (RWA) problem. 
Typically, connection requests may be of two types, static and dynamic. 
In the Static Lightpath Establishment (SLE) problem, the entire set of 
connections is known in advance, and the problem is to set up lightpaths 
for these connections while minimizing network resources such as the 
number of wavelengths or the number of fibers in the network. For 
the Dynamic Lightpath Establishment (DLE) problem, a lightpath is 
set up for each connection request as it arrives, and the lightpath is 
released after some finite amount of time. The objective in the dynamic 
traffic cases is to set up lightpaths and assign wavelengths in a manner 
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which minimizes the amount of connection blocking or which maximizes 
the number of connections that are established in the network at any 
time. There has been extensive research to solve both the static and the 
dynamic RWA problems [19]. 

Wavelength-routed lightpath connections are fairly static and may not 
be able to accommodate the highly variable and bursty nature of Internet 
traffic in an efficient manner. It is clear that if traffic is varying dynam
ically, then sending this traffic over static lightpaths would result in the 
inefficient utilization of bandwidth. On the other hand, if we attempt 
to set up lightpaths in a very dynamic manner, then the network state 
information will be constantly changing, making it difficult to maintain 
current network state information. Thus, as traffic becomes more dy
namic and bursty in nature, alternative approaches may be needed to 
transport data across networks. 

1.2 Optical Packet Switching 
As optical switching technology improves, we may eventually see the 

emergence of photonic packet-switched networks in which packets are 
switched and routed independently through the network entirely in the 
optical domain without conversion back to electronics at each node. Such 
photonic packet-switched networks allow for a greater degree of statisti
cal multiplexing on optical fiber links and are better suited for handling 
bursty traffic than optical circuit-switched networks. 

An example of a basic photonic packet-switch architecture is shown 
in Fig. 1.2. A node contains an optical switch fabric which is capable of 
reconfiguration on a packet-by-packet basis. The switch fabric is recon
figured based on information contained within the header of a packet. 
The header itself is typically processed electronically, and can either be 
carried in-band with the packet, carried on a sub carrier frequency, or 
carried out-of-band on a separate control channel. Since it takes some 
time for the header to be processed and for the switch to be reconfigured, 
the packet may be delayed by sending it through an optical delay line. 

^ 

^ 

(i. fiber 
delay 
line 

m, 
optical 
switch 
fabric 

t 
control unit 

Figure 1.2. A photonic packet-switch architecture. 
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In order for photonic packet switching to be practical, fast switching 
times are required. Currently, switching times for MEM-based switches 
are on the order of 1 to 10 ms, while semiconductor optical amplifier-
based switches have switching times which are less than 1 ns [6]. The 
disadvantage of semiconductor optical amplifier switches is tha t they 
tend to be more expensive, and the switch architectures require signals 
to pass through optical couplers which results in additional power losses. 
While switching speeds are expected to improve in the near future, cur
rent technology is not yet mature enough to support photonic packet 
switching. 

Another challenge in photonic packet switching is synchronization. In 
photonic packet-switched networks with fixed-length packets, synchro
nization of packets at switch input ports is often desired in order to 
minimize contention. Although synchronization is typically difficult to 
achieve, a few synchronization techniques have been proposed and im
plemented in laboratory settings [10, 11]. 

Since network resources are not reserved in advance in photonic packet 
switching, packets may experience contention in the network. Con
tention occurs when two or more packets contend for the same output 
port at the same time. Typically, contention in traditional electronic 
packet-switching networks is handled through buffering; however, in the 
optical domain, it is more difficult to implement buffers, since there is no 
optical equivalent of random-access memory. Instead, optical buffering 
is achieved through the use of fiber delay lines [3, 4]. By implement
ing multiple delay lines in stages [3] or in parallel [4], a buffer may be 
created which can hold a packet for a variable amount of time. Some 
papers have investigated approaches for designing larger buffers without 
a large number of delay lines [6, 7]. In [6], the buffer size is increased 
by cascading multiple stages of delay lines. In [7], the buffer size is in
creased by utilizing so called non-degenerate buffers in which the length 
of the delay lines may be greater than the number of delay lines in the 
buffer. This approach yields lower packet loss probabilities, but does not 
guarantee the correct ordering of the packets. Note that , in any optical 
buffer architecture, the size of the buffers is severely limited, not only by 
signal quality concerns, but also by physical space limitations. To delay 
a single packet for 5 /is requires over a kilometer of fiber. Because of 
this size limitation of optical buffers, a node may be unable to effectively 
handle high load or bursty traffic conditions. 

Another approach to resolving contention is to route the contend
ing packets to an output port other than the intended output port . 
This approach is referred to as deflection routing or hot-potato routing 
[21-23]. While deflection routing is generally not favored in electronic 
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packet-switched networks due to potential looping and out-of-sequence 
delivery of packets, it may be necessary to implement deflection in pho
tonic packet-switched networks, where buffer capacity is very limited, in 
order to maintain a reasonable level of packet losses. However, before 
attempting to deploy deflection in photonic packet-switched networks, a 
comprehensive study is required in order to identify potential methods 
for overcoming some of the limitations of deflection, and to determine 
whether or not these methods, along with the potential benefits of de
flection, are sufficient to justify implementation. 

1.3 Optical Burs t Switching 

Src Dst 

Figure 1.3. The use of offset time in OBS. 

Optical burst switching is designed to achieve a balance between 
optical circuit switching and optical packet switching. In an optical 
burst-switched network, a data burst consisting of multiple IP packets 
is switched through the network ail-optically. A control packet is trans
mitted ahead of the burst in order to configure the switches along the 
burst's route. The offset time (Figure 1.3) allows for the control packet 
to be processed and the switch to be set up before the burst arrives at the 
intermediate node; thus, no electronic or optical buffering is necessary 
at the intermediate nodes while the control packet is being processed. 
The control packet may also specifies the duration of the burst in order 
to let the node know when it may reconfigure its switch for the next 
arriving burst. 
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Figure 1.4- Comparison of the different all-optical network technologies. 

By reserving resources only for a specified period of time rather than 
reserving resources for an indefinite period of time, the resources can 
be allocated in a more efficient manner and a higher degree of statis
tical multiplexing can be achieved. Thus, optical burst switching is 
able to overcome some of the limitations of static bandwidth allocation 
incurred by optical circuit switching. Furthermore, since da ta is trans
mitted in large bursts, optical burst switching reduces the technological 
requirement of fast optical switches that is necessary for optical packet 
switching. 

Figure 1.4 summarizes the three different all-optical t ransport paradigms. 
From the figure, we can clearly observe that optical burst switching has 
the advantages of both optical circuit switching (or wavelength routed 
networks) and optical packet switching, while potentially avoiding their 
shortcomings. 

Although optical burst switching appears to offer advantages over op
tical circuit switching and optical packet switching, several issues need to 
be considered before optical burst switching can be deployed in working 
networks. In particular, these issues include burst assembly, signaling 
schemes, contention resolution, burst scheduling, and quality of service. 

A burst assembly scheme is required to determine how packets are 
assembled into bursts. Issues include when to assemble a burst, how 
many packets to include in a burst, and what types of packets to include 
in a burst . The burst assembly scheme will affect the burst length as well 
as the amount of time that a packet must wait before being transmitted. 
Assembly schemes based on timer and threshold mechanisms have been 
proposed in the literature and are discussed in Chapter 3. 
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A signaling scheme is required for reserving resources and configuring 
switches for an arriving burst. Common signaling schemes for reserving 
resources in OBS networks are tell-and-go (TAG), tell-and-wait (TAW), 
and just-enough-time (JET). In the TAG scheme, the source nodes sends 
out a control message to notify downstream nodes of a burst's arrival. 
The source node then immediately follows the control message with the 
data burst, without waiting for an acknowledgement [19, 20]. In order to 
allow time for the processing of the control message and the configuring 
of the switch at each node, the burst may need to be buffered at each 
node. In the TAW scheme [20], the source sends a control message to 
reserve resources for the burst along the path. The source then waits for 
an acknowledgement confirming that the reservations have been success
ful. Upon receiving a positive acknowledgement, the source will send the 
burst. Otherwise, the source will need to reattempt the reservation. In 
JET [6], there is a delay between transmission of the control packet and 
transmission of the optical burst. This delay can be set to be larger than 
the total processing time of the control packet along the path. Thus, 
when the burst arrives at each intermediate node, the control packet 
has been processed and a channel on the output port has been allo
cated. Therefore, there is no need to buffer the burst at the node. This 
is a very important feature of the JET scheme, since optical buffers are 
difficult to implement. A further improvement of the JET scheme can 
be obtained by reserving resources at the optical burst switch from the 
time the burst arrives at the switch, rather than from the time its con
trol packet is processed at the switch. Different signaling techniques for 
OBS networks are studied in detail in Chapter 4. 

In the TAG and JET schemes, the source does not wait for an ac
knowledgement before sending a burst. Thus, it is possible that the 
reservations will not be successful at some node in the path. In this 
case, a burst that is in transit will experience contention. Contention 
occurs when more than one burst contends for the same resource at 
the same time. Contention may be resolved in a number of ways. One 
approach is to store one of the bursts until the appropriate resources 
become available. Another approach is to deflect one of the bursts to a 
different output port. A third approach is to convert one of the bursts 
to a different wavelength on the output fiber. When contention res
olution techniques are not successful, then a burst must be dropped. 
One approach to reduce the amount of data lost during a contention is 
burst segmentation. In burst segmentation, only those parts of a burst 
that overlap with another burst will be dropped. Contention resolution 
schemes and burst segmentation are discussed in Chapter 5. 
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When wavelength conversion is used, one problem is to determine the 
appropriate wavelength for a burst on an output link. This problem is 
referred to as channel scheduling. Several channel scheduling schemes 
that attempt to maximize channel utilization have been developed by 
researchers. These schemes are discussed in detail in Chapter 6. 

A significant issue in networks is providing quality of service (QoS) for 
applications with varying requirements. Many burst assembly schemes, 
signaling protocols, contention resolution schemes, and channel schedul
ing schemes can be modified to provided differentiated services for dif
ferent classes of traffic. Some of these approaches will be described in 
Chapter 7. 
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Chapter 2 

TECHNOLOGY AND ARCHITECTURE 

The development of optical burst switching relies on the successful 
development of several key technologies, including all-optical switches, 
burst mode receivers, and optical wavelength converters. While develop
ment in these areas has progressed over the past several years, additional 
work may be required before such technology is available for use in prac
tical systems. Regardless of what type of technology is eventually used 
in the design of optical burst-switched networks, network designers must 
stil take into consideration any physical-layer constraints imposed by the 
selected device and component technologies. 

This chapter presents an architectural overview of optical burst switch
ing nodes, focusing on the functional components needed for optical 
burst switching. We then present several key technologies for support
ing the optical burst switching architecture and discuss various physical-
layer issues that may affect the performance of optical burst-switched 
networks. 

2.1 OBS Network Architecture 
An optical burst-switched network consists of optical burst switching 

nodes that are interconnected via fiber links. Each fiber link capable of 
supporting multiple wavelength channels using wavelength division mul
tiplexing (WDM). Nodes in an OBS network can either be edge nodes or 
core nodes as shown in Fig. 2.1. Edge nodes are responsible for assem
bling packets into bursts, and scheduling the bursts for transmission on 
outgoing wavelength channels. The core nodes are primarily responsible 
for switching bursts from input ports to output ports based on the burst 
header packets, and for handling burst contentions. 
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Figure 2.1. OBS Network Architecture 

The ingress edge node assembles incoming packets from the client ter
minals into bursts. The assembled bursts are transmitted ail-optically 
over OBS core routers without any storage at intermediate nodes within 
the core. The egress edge node, upon receiving the burst, disassembles 
the bursts into packets and forwards the packets to the destination client 
terminals. Basic architectures for core and edge routers in an OBS net
work have been studied in [13, 2, 3]. Figure 2.2, illustrates where var
ious functionalities are implemented within an optical burst-switched 
network. The ingress edge node is responsible for burst assembly, rout
ing, wavelength assignment, and scheduling of bursts at the edge. The 
core node is responsible for signaling, scheduling bursts on core links, 
and resolving contention. The egress edge node is primarily responsible 
for disassembling the burst and sending the packets up to the higher 
network layer. 

In the network architecture, it can be assumed that each node can 
support both new input traffic as well as all-optical transit traffic. Hence, 
each node consists of both a core router and an edge router, as shown 
in Fig. 2.3 and Fig. 2.4. 

The core routers (Fig. 2.3) consist of an optical cross connect (OXC) 
and a switch control unit (SCU). The SCU creates and maintains a for
warding table and is responsible for configuring the OXC [4]. When the 
SCU receives a burst header packet, it identifies the intended destination 
and consults the router signaling processor to find the intended output 
port. If the output port is available when the data burst arrives, the 
SCU configures the OXC to let the data burst pass through. If the port 
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Figure 2.2. OBS functional diagram. 

is not available, then the OXC is configured depending on the contention 
resolution policy implemented in the network. In general, the SCU is 
responsible for header interpretation, scheduling, collision detection and 
resolution, forwarding table lookup, switching matrix control, header 
rewrite, and wavelength conversion control. In the case of a data burst 
entering the OXC before its control packet, the burst is simply dropped 
(referred to as early burst arrival problem). 

The edge router (Fig. 2.4) performs the functions of pre-sorting pack
ets, buffering packets, assembling packets into burst, and disassembling 
bursts into its constituent packets. Different burst assembly policies, 
such as a threshold policy or a timer mechanism can be used to aggre
gate bursty data packets into optical bursts and to send the bursts into 
the network. The architecture of the edge router consists of a routing 
module (RM), a burst assembler, and a scheduler. The routing mod
ule selects the appropriate output port for each packet and sends each 
packet to the corresponding burst assembler module. Each burst assem
bler module assembles bursts consisting of packets which are headed for 
a specific egress router. In the burst assembler module, there is a sepa
rate packet queue for each class of traffic. The scheduler creates a burst 
based on the burst assembly technique and transmits the burst through 
the intended output port. At the egress router, a burst disassembly 
module disassembles the bursts into packets and send the packets to the 
upper network layers. 

Some researchers have also proposed a more centralized OBS archi
tecture, referred to as wavelength-routed optical burst switching (WR-
OBS) [5]. A WR-OBS network combines the functions of OBS with 
fast circuit switching by dynamically assigning and releasing wavelength-
routed lightpaths over a bufferless optical core. The potential advantages 
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of this architecture compared to conventional OBS are explicit QoS pro
visioning. The benefits compared to static wavelength-routed optical 
networks (WRONs) are fast adaptation to dynamic traffic changes in 
optical networks and more efficient utilization of each wavelength chan
nel. 

In a WR-OBS network, a centralized request server is responsible for 
reserving resources for different connection request across the network. 
Each ingress node sends their connection request to the request server, 
where the requests are queued in based on their destination egress node 
and QoS class. The centralized server performs resource allocation based 
on its global knowledge of the status of every wavelength on every link 
in the entire network. The centralized request server is responsible for 
processing each individual connection request, calculating a route from 
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the source of the request to the corresponding destination, and also 
reserving the requested number of wavelengths on every link along the 
path of the connection. The ingress edge node begins data transmission 
only after it receives a confirmation message from the request server. 
WR-OBS may improve network throughput, but the centralized nature 
of the design is not very scalable. 

2.2 Enabl ing Technology 
In order to provide basic optical burst switching functionality de

scribed in the previous section, several optical device technologies are 
required. In core and edge nodes, the OXC must be implemented using 
a fast optical switch fabric. The edge nodes must also have fast burst-
mode receivers that are able to acquire the signal of an incoming burst 
quickly. Each node should also have some form of wavelength conversion 
in order to reduce contention on output links. 

2.2.1 Optical Switching Technology 
While OBS does not require switching times as fast as optical packet 

switching, fast switching times are nonetheless favorable. Currently, 
there are several different candidate technologies for performing all-
optical switching. 

One of the more mature device technologies for performing all-optical 
switching is micro-electromechanical systems (MEMS) technology. In 
MEMS switches, tiny movable mirrors are adjusted to direct light from 
a given input port to a given output port. One example of how MEMS 
switches can be designed is given in Fig. 2.5. In this design, the light 
from a given input fiber is directed to a mirror in an input mirror array. 
The mirror is adjusted to redirect the light to a mirror in an output 
mirror array which directs the light to the appropriate output fiber. 
Since MEMS rely on mechanical adjustment of mirrors to redirect light, 
switching times are somewhat slow. Typical switching times for MEMS 
switches are on the order of 50 ms. 

A switching technology that offers faster switching times is the semi
conductor optical amplifier (SOA) gate switch. The diagram of a basic 
SOA switch is show in Fig. 2.6. Light arriving on a given input is broad
cast to multiple SO As using an optical coupler. The SO As act as gates 
that can either be switched on or off. If the SOA is switched on, the 
incoming signal is passed to the output, otherwise the signal is blocked. 
The advantages of SOA switches include a fast switching time on the 
order of 1 ns, and the possibility of multicasting a signal to multiple 
outputs. A disadvantage of SOA-based switches is that the couplers re-
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Figure 2.6. Semiconductor optical amplifier (SOA) switch. 

suit in a reduction of signal power, possibly limiting the distances that 
signals can travel. Also, SOA devices tend to be expensive and have 
high polarization sensitivity [6]. 

2,2.2 Burst-Mode Receivers 
Traditional receivers used in current optical transmission systems, 

such as SONET, are not well suited for optical burst switching. Such re
ceivers assume constant phase and power for incoming signals and also 
assume that a signal is always present. In OBS networks, the bursts 
that arrive to a given receiver may have different phase and power, since 
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the bursts may be arriving from different sources and may be traversing 
different paths through the network. Furthermore, due to the nature of 
bursts, a signal is only present for the duration of a burst. 

Burst-mode receivers are receivers that are designed to adapt to the 
varying phase and power of incoming bursts. Another characteristic 
of burst-mode receivers is their fast clock acquisition time. Burst-mode 
receivers that are capable of recovering the clock of an incoming 2.5 Gb/s 
signal within 24 ns have been demonstrated in laboratory experiments 

[7]-

2.2.3 Wavelength Conversion 
In optical burst-switched networks which utilize WDM, it is desirable 

to have wavelength conversion capabilities at each node in order to re
duce contention. The most straightforward way to convert a signal from 
one wavelength to another is to covert the optical signal to an electronic 
signal and to use the electronic signal to modulate an optical signal on 
the desired output wavelength. This method is fairly simple and can 
convert signals that are operating at rates of up to 10 Gb/s [8]; however, 
the approach is not transparent and requires the optical signal to have 
a specific modulation format and a specific bit rate. 

One approach to performing all-optical wavelength conversion is cross-
gain modulation. In cross-gain modulation, the data signal is sent 
through a semiconductor optical amplifier (SOA) along with a continu
ous wave (CW) pump signal on a different wavelength. When the data 
signal is high, the carriers in the gain region of the SOA become de
pleted, and the SOA enters saturation. As a result, the amplification for 
the CW signal is reduced. When the data signal is low, the CW signal 
receives full amplification. Thus, an inverted copy of the data will be 
imposed on the output signal. This technique is capable of converting 
signals that are operating at rates of up to 10 Gb/s. The limitation of 
cross-gain modulation based conversion techniques is these techniques 
require high input power for the data signal, and the output signal has 
a low extinction ratio (ratio of power for a '0' bit to the power for a ' 1 ' 
bit). This low extinction ratio results from the fact that, even when the 
SOA is in saturation, the CW signal is still receiving some amount of 
amplification. 

Another method for providing optical wavelength conversion is by us
ing four-wave mixing. Four-wave mixing is a nonlinear effect in which 
signals at frequencies f\ and fa interact to create new frequency compo
nents at 2/i — J2 and 2/2 — / 1 . If the data signal is operating at frequency 
/ 1 , and if a CW pump signal is operating at frequency /2, then the data 
will be imposed on new optical signals at frequencies 2/1 — /2 and 2 /2 - /1 -
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The newly generated signals have lower power than the input signals; 
thus, the conversion efficiency for this technique is not very high. Fur
thermore, the efficiency decreases as the difference between the pump 
wavelength and the output signal wavelength increases. 

2.3 Physical-Layer Issues 
When designing an optical burst switched network, many physical 

constraints must be taken into account. Some typical physical-layer 
issues include attenuation, dispersion, and fiber nonlinearities. While 
many of these issues apply to optical networks in general, several issues 
may raise particular concerns in optical burst-switched networks. 

2.3.1 Attenuation 
As an optical signal traverses fiber, the signal power decreases due to 

attenuation. Attenuation is a function of the wavelength of the signal 
and is caused primarily by absorption and Rayleigh scattering. Absorp
tion is caused when the light incident on silica molecules or impurities 
in the fiber are absorbed. For most fibers, the amount of absorption 
for the range of useful wavelengths (between 0.8 and 1.6 /xm) is negligi
ble. Rayleigh scattering is caused when small variations in the refractive 
index of the fiber scatter the light. 

In an optical burst-switched network, attenuation may limit the max
imum distance that a burst can travel optically. In most cases, optical 
amplifiers can be used to overcome attenuation; however, optical ampli
fiers can also introduce noise. 

2.3.2 Dispersion 
If an optical signal consists of multiple wavelength components, then 

the different components of the signal will travel at different speeds, 
leading to the spreading of the signal in the time domain. This effect is 
known as dispersion. Forms of dispersion include modal dispersion and 
chromatic dispersion. 

Modal dispersion is caused when multiple modes of the same signal 
propagate at different velocities along the fiber. Modal dispersion can be 
eliminated by using single-mode fiber. Single-mode fiber has sufficiently 
small core diameter that it captures only a single fundamental mode of 
the propagating signal. 

Chromatic dispersion is caused as a result of the speed of light in a 
fiber being a function of the wavelength. Thus, if the transmitted signal 
consists of more than one wavelength component, certain wavelength 
components of the signal will propagate faster than other wavelength 
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components, causing the signal to spread out in the time domain. Types 
of chromatic dispersion include material dispersion, in which the refrac
tive index of fiber varies as a function of the wavelength, and waveguide 
dispersion, in which the refractive index for a particular wavelength de
pends on the fraction of power traveling in the core of the fiber and the 
fraction of power traveling in the cladding of a fiber. 

For the case in which a signal consists of a pulse representing a single 
bit, dispersion causes the pulse to widen as it travels through a fiber. 
As a pulse widens, it can broaden enough to interfere with neighboring 
pulses (bits) on the fiber, leading to intersymbol interference. Dispersion 
thus limits the bit spacing and the maximum transmission rate on an 
optical fiber channel. 

At 1300 nm, material dispersion in a conventional single-mode fiber is 
near zero. Fortunately, this is also a low attenuation window. Through 
advanced techniques such as dispersion shifting, fibers with zero disper
sion at a specific wavelength between 1300 nm and 1700 nm can be 
manufactured [9]. In a dispersion-shifted fiber, the core and cladding 
are designed such that the waveguide dispersion is negative with respect 
to the material dispersion, thus canceling the total dispersion. However, 
the dispersion will only be zero for a single wavelength. 

In addition to problems with intersymbol interference, dispersion may 
also introduce synchronization problems in optical burst-switched net
works. In an optical burst-switched network, the burst header is typi
cally sent on a different wavelength than the burst itself. Each of these 
wavelengths will experience different degrees of dispersion, causing the 
header and burst to either drift further apart or drift closer together in 
the time domain. If the physical distances of each link and the disper
sion profile of the fiber are known, it may be possible to compensate for 
the dispersion by appropriately adjusting the offset at the source node. 

2.3.3 Fiber Nonlinearities 
Nonlinearities in fiber will typically have an effect on operating param

eters, such as transmission rate, number of channels, channel spacing, 
and signal power. Examples of fiber nonlinearities include four-wave 
mixing, self-phase modulation, cross-phase modulation, stimulated Ra
man scattering, and stimulated Brillouin scattering. 

Four-Wave Mixing (FWM) occurs when two wavelengths, operating 
at frequencies f\ and /2, respectively, mix to cause signals at 2f\ — $2 and 
2/2 — / i - These extra signals, called sidebands, can cause interference 
if they overlap with frequencies used for data transmission. Likewise, 
mixing can occur between combinations of three or more wavelengths. 
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The effect of FWM in WDM systems can be reduced by using unequally-
spaced channels [10]. 

Self-phase modulation is caused when changes in the intensity of a sig
nal result in variations in the phase of a signal. The instantaneous varia
tions in the phase of a signal can introduce additional frequency compo
nents in the signal. These additional frequency components, combined 
with the effects of dispersion, will lead to the spreading or compression 
of optical pulses in the time domain. 

Cross-phase modulation is a shift in the phase of a signal caused by 
the change in intensity of a signal propagating at a different wavelength. 
Similar to self-phase modulation, the shifts in phase can introduce addi
tional frequency components, leading to increased dispersion. Although 
cross-phase may limit the performance of optical communication sys
tems, it may also have advantageous applications. Using cross-phase 
modulation, a signal on a given wavelength can be used to modulate a 
pump signal on a different wavelength. Such techniques can be used in 
wavelength conversion devices. 

Stimulated Raman Scattering (SRS) is caused by the interaction of 
light with molecular vibrations. Light incident on the molecules creates 
scattered light at a longer wavelength than that of the incident light. A 
portion of the light traveling at each frequency in a Raman-active fiber is 
downshifted across a region of lower frequencies. The light generated at 
the lower frequencies is called the Stokes wave. The range of frequencies 
occupied by the Stokes wave is determined by the Raman gain spectrum 
which covers a range of around 40 THz below the frequency of the input 
light. In silica fiber, the Stokes wave has a maximum gain at a frequency 
of around 13.2 THz less than the input signal. 

The fraction of power transferred to the Stokes wave grows rapidly 
as the power of the input signal is increased. Under very high input 
power, SRS will cause almost all of the power in the input signal to be 
transferred to the Stokes wave. 

In multiwavelength systems, the shorter-wavelength channels will lose 
some power to each of the higher-wavelength channels within the Raman 
gain spectrum. To reduce the amount of loss, the power on each channel 
needs to be below a certain level. In [11], it is shown that in a 10-channel 
system with 10 nm channel spacing, the power on each channel should 
be kept below 3 mW to minimize the effects of SRS. 

Stimulated Brillouin Scattering (SBS) is similar to SRS, except that 
the frequency shift is cause by acoustic interactions. In SBS, the shifted 
light propagates along the fiber in the opposite direction as the input 
signal. The intensity of the scattered light is much greater in SBS than 
in SRS, but the frequency range of SBS, on the order of 10 GHz, is much 
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lower than that of SRS. Also, the gain bandwidth of SBS is only on the 
order of 100 MHz. 

To counter the effects of SBS, one must ensure that the input power 
is below a certain threshold. Also, in multiwavelength systems, SBS 
may induce crosstalk between channels. Crosstalk will occur when two 
counter-propagating channels differ in frequency by the Brillouin shift, 
which is around 11 GHz for wavelengths at 1550 nm. However, the 
narrow gain bandwidth of SBS makes SBS crosstalk fairly easy to avoid. 
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Chapter 3 

BURST ASSEMBLY 

Burst assembly is the process of assembling incoming data from the 
higher layer into bursts at the ingress edge node of the OBS network. As 
packets arrive from the higher layer, they are stored in electronic buffers 
according to their destination and class. The burst assembly mechanism 
must then place these packets into bursts based on some assembly policy. 

The key parameter in burst assembly is the trigger criteria for deter
mining when to create a burst and send the burst into the network. The 
trigger criterion for the creation of a burst is very important, since it con
trols the characteristic of the burst arrival into the OBS core. There are 
several types of burst assembly techniques adopted in the current OBS 
literature. The most common burst assembly techniques are timer-based 
and threshold-based. 

In timer-based burst assembly approaches, a burst is created and sent 
into the optical network at periodic time intervals [1]. A timer-based 
scheme is used to provide uniform gaps between successive bursts from 
the same ingress node into the core networks. Here, the length of the 
burst varies as the load varies. 

In threshold-based burst assembly approaches, a limit is placed on the 
maximum number of packets contained in each burst. Hence, fixed-size 
bursts will be generated at the network edge. A threshold-based burst 
assembly approach will generate bursts at non-periodic time intervals. 

Both timer and threshold approaches are similar, since at a given 
constant arrival rate, a threshold value can be mapped to a timeout 
value and vice versa, resulting in bursts of similar length for each case. 

The primary burst assembly parameters to be considered are the timer 
value, T, the minimum burst length, Bmin, and the maximum burst 
length, Bmax. Bmin can be calculated based on the burst header pro-
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cessing time at each node and the ratio of the control channels to the 
number of data channels in the fiber [13]. 

3.1 Timer and Threshold Selection 

One problem in burst assembly is how to choose the appropriate timer 
and threshold values for creating a burst in order to minimize the packet 
loss probability in an OBS network. The selection of such an optimal 
threshold (or timer) value is an open issue. If the threshold is too low, 
then bursts will be short, generating increased number of bursts in the 
network. The higher number of bursts leads to a higher number of 
contentions, but the average number of packets lost per contention is less. 
Also, there will be increased pressure on the control plane to process the 
control packets of each data burst in an quick and efficient manner. If the 
switch reconfiguration time is non-negligible then shorter bursts will lead 
to lower network utilization due to the high switching time overhead for 
each switched (scheduled) burst. On the other hand, if the threshold is 
too high, then bursts will be long, which will reduce the total number of 
bursts injected into the network. Hence, the number of contention in the 
network reduces compared to the case of having shorter burst, but the 
average number of packets lost per contention will increase. Thus, there 
exists a tradeoff between the number of contentions and the average 
number of packets lost per contention. Hence, the performance of an 
OBS network can be improved if the incoming packets are assembled into 
bursts of optimal length. The same argument is true in a timer-based 
assembly mechanisms. Figure 3.1 displays the effect of varying packet 
arrival rate on timer-based and threshold-based aggregation techniques. 

For the case in which packets have QoS restrictions, such as delay con
straints, the obvious solution is to implement a timer-based scheme. In 
[3], a timer-based burst assembly scheme is considered for a connection-
oriented wavelength-routed optical burst-switched networks. The timer 
values are selected based on the end-to-end delay requirements of the 
packets. On the other hand, if there is no delay constraint, a threshold-
based scheme may be more appropriate, since having fixed-sized bursts 
in the network reduces the loss due to burst contentions in the network 
(variance in burst length is zero) [15]. 

Using both timeout and threshold together provides the best of both 
schemes, and burst generation is more flexible than having only one 
of the above. By calculating the optimum threshold value, calculating 
the minimum burst length, and using a timeout value based on the 
packet's delay tolerance, we can ensure that we have minimum loss while 
satisfying the delay requirement. 
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Figure 3.1. Effect of load on timer-based and threshold-based aggregation tech
niques. 

In [5], the authors study the effect of different assembly schemes on 
TCP traffic. Through simulations the authors conclude that an adaptive 
TCP-based assembly, based on the arrival rate of TCP flows, performs 
better that the traditional fixed burst assembly schemes in terms of 
good-put and data loss rate. 

The burst assembly technique adopted at the edge node has an impact 
on the signaling technique implemented in the core. Most signaling 
techniques need to know the length of the burst, the arrival time of the 
burst, or both in order to efficiently reserve resources in the core. For 
example, In JET [6], the signaling scheme needs to know both the arrival 
time and the length of the burst in advance. While in JIT [7, 10], no 
information about the burst is necessary, since the core resources are 
reserved in a greedy manner, leading to wastage of bandwidth at the 
cost of simplicity. One of the primary disadvantages of the traditional 
burst assembly techniques is that the signaling for resources in the core 
network can only be initiated after the entire burst is assembled. 

In [9], a prediction-based assembly technique was proposed, in which 
the threshold value (or the timer value) of the next burst is predicted 
ahead of time based on the incoming traffic rate. Using the predicted 
burst length, the BHP can be sent into the core network before the actual 
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creation of the burst, so as to reserve the resources in the OBS core; 
thereby, saving on the burst assembly delay. The predicted value can be 
used for dynamically setting the threshold value (or timer value) for the 
next burst. The authors proposed a linear prediction method to predict 
the next burst length based on traffic correlations. The advantage of 
the prediction-based assembly is that the signaling and assembly can be 
done is parallel, thus saving on the assembly delay. 

3.2 Effect of Burst Assembly on Traffic 
Characteristics 

During burst assembly, the arriving higher-layer packets are stored in 
packet queues based on their destination and QoS class. After the burst 
creation criteria is satisfied, the corresponding burst is created and sent 
into the core network. Hence, we can see that the packet arrival char
acteristics and the packet length distribution strongly affect the corre
sponding burst arrival characteristics and the burst length distribution. 
There has been much debate as to the impact of burst assembly on the 
burstiness of the incoming packet traffic. It is believed that burst as
sembly reduces the degree of self-similarity of the input packetized traffic 
(smoothing effect). Note that traffic is considered to be self-similar if 
the arrival process is bursty at any given time scale. Traditional Poisson 
traffic exhibits burstiness only at smaller time scales, but approaches a 
constant arrival rate when considered along longer or infinite time scales. 
In general, it is easier to handle smoother traffic (Poisson) as compared 
to bursty traffic (self-similar). 

The authors in [10-12] claim that burst assembly only changes the 
short range dependency of the input packetized traffic, but the long 
range characteristic on the packet traffic remains unchanged. This re
sult contradicts the previous result presented in [13], where the authors 
investigate timer-based approaches for burst assembly under self-similar 
packet arrival patterns and show that the burst assembly mechanism 
reduces the self-similar characteristics of the traffic in the optical back
bone. 

From [10-12], the authors claim that, for a timer-based assembly 
scheme with a fixed burst inter-arrival distribution (T), the burst length 
distribution is Gaussian. Also, for a threshold-based assembly-scheme 
with a fixed burst length distribution {Bmax), the burst inter-arrival 
distribution is Gaussian. However, the authors also mention that, al
though the short range dependency has a smoothing effect, timer-based 
and threshold-based burst aggregation techniques cannot reduce the long 
range dependency in a traffic process. Through simulations, the authors 
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of [10, 11] show that the correlation structure at large to infinite time 
scales still does not change. 

3.3 Evaluation of Threshold-Based Burst 
Assembly Techniques 

The work in [14] investigates threshold-based burst assembly tech
niques and their effect on the packet loss performance in an optical 
burst-switched network. The work also studies the effect of burst as
sembly on providing QoS support in an OBS network. 

In this study, packets are assembled into bursts based on the their 
destination (egress router) and their QoS class, and each type of burst 
is assembled using a unique threshold value. Incoming packets may 
belong to a specific class, which represents the QoS requirements of the 
packets. Without loss of generality, we assume that there are two classes 
of input traffic, namely, Class 0 and Class 1, where Class 0 traffic is of 
higher-priority than Class 1 traffic. The objective is to find the optimal 
threshold range that minimizes the loss of Class 0 packets for a given 
network under a given load. Also, it is assumed that bursts composed of 
Class 0 packets are assigned a burst priority, Priority 0, and the bursts 
composed of Class 1 packets are assigned a burst priority, Priority 1. 

An OBS network which uses the JET signaling technique with burst 
segmentation is considered. Bursts may receive differentiated treatment 
in the OBS core based on the burst priority. The network does not sup
port fiber delay lines or wavelength converters. In the following sections, 
we describe the various threshold-based burst assembly techniques and 
show the effect of these techniques on packet loss. 

3.3.1 Threshold-Based Burst Assembly Technique 
For burst assembly, a threshold is used as a limiting parameter to 

determine when to generate a burst and send the burst into the optical 
core network. The threshold specifies the number of packets to be aggre
gated into a burst. Until the threshold condition is met, the incoming 
packets will be stored in prioritized packet queues at the ingress node. 
Once the threshold is reached, a burst is created and will be sent into 
the optical network. Due to the threshold policy, all bursts will have the 
same number of packets when entering into the network; however, as a 
burst traverses the OBS core, the burst length can change based on the 
contention resolution policies, such as burst segmentation, followed at 
the core. 

As discussed in Section 3.1, there is a tradeoff between the number of 
contentions and the average number of packets lost per contention, and 
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it is expected tha t there is an optimum range of threshold values which 
will minimize the packet loss probability. Our primary goal is to find 
the optimal threshold range for a given range of load in the network. 

For the case in which there are multiple classes of packets, a single 
threshold may be applied to all packets regardless of class, or different 
thresholds may be applied to each class of packets. Having multiple 
threshold may be essential to satisfy the QoS delay and loss guarantees 
of each class. In this case, the objective is to find the optimal threshold 
for each class of packets such that the QoS requirements are met. 

In the optical core, it it possible to further differentiate between bursts 
that contain different classes of packets by assigning priorities to each 
burst and by applying prioritized contention resolution policies. By 
combining class-based thresholds and multiple burst priorities, we can 
achieve a greater degree of differentiation for different classes of traffic. 

The performance of different threshold schemes are compared under 
the standard drop policy (DP) and the segmentation policy (SDP) for 
contention resolution. In the standard drop policy, the later-arriving 
burst is dropped if it contends with another burst. In the segmentation 
policy, the overlapping segments of earlier-arriving burst are dropped 
when the later-arriving burst contends with it. 

We begin by considering one class of da ta traffic, and then extend the 
concept to two classes, showing how QoS is supported in each case. The 
following threshold-based QoS policies are evaluated: 

- Single threshold without burst priority: In this policy, a single thresh
old is used for all the data bursts. We observe the packet loss prob
ability and the total number of contentions are analyzed for various 
loads and thresholds. We expect the presence of an optimum value 
of threshold for a given load range and for a given network, for which 
the probability of packet loss will be minimum. 

- Single threshold with two burst priorities: In this policy, we assume 
that the network is carrying two different classes of traffic and we 
have a single burst length threshold for all the traffic. We evaluate the 
packet loss probability and the number of contentions for variations 
in load and threshold. The two burst priorities are Priority 0 and 
Priority 1. Priority 0 represents higher-priority traffic. 

- Two threshold without burst priority: In this policy, we assume that 
the network is carrying the single class of traffic. We have two differ
ent thresholds in the network, so as to evaluate the effect of different 
burst length thresholds on the packet loss probability and the number 
of contentions. 
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Figure 3.2. NSF network with 14 nodes (distances in km). 

- Two threshold with two burst priorities: In this policy, we assume 
that the network is carrying two different classes of traffic and we 
have a unique burst length threshold for each class of traffic. We 
evaluate the packet loss probability and the number of contentions 
for variations in load and threshold. The two burst priorities are 
Priority 0 and Priority 1. Priority 0 represents higher-priority traffic. 

3.3.2 Simulation Results 
In order to evaluate the performance of the burst assembly technique, 

we develop a simulation model. The following have been assumed to 
obtain the results: 

- Packet arrivals to the network are Poisson with rate A. 

- Packet length is fixed and is 1250 bytes. 

- Transmission rate is 10 Gb/s . 

- Switching time is 10 /JLS. 

- Input traffic is uniformly distributed over all sender-receiver pairs. 

- Shortest pa th routing is used to find the path between all node pairs. 

Fig. 3.2 shows the 14-node NSF network on which the simulation was 
implemented. We have tested the various threshold schemes described 
above on the NSF network. The simulation was run until a finite number 
of packets were received at their destinations. 

Single Thresho ld W i t h o u t Burs t Pr ior i ty 

In the case of a single class of packets and a single burst priority level, 
a single threshold is used. The packet loss probability and the total num
ber of contentions are analyzed for various loads and thresholds. From 
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this single-threshold result we observe an optimum value of threshold for 
a given load and for a given network, for which the probability of packet 
loss will be minimum. Figs 3.3(a) and (b) gives the loss performance 
with DP or SDP as the contention resolution policy at the core. 

Fig. 3.3(a) plots the total packet loss probability versus the load for 
threshold values of 100, 400, and 600 packets for both DP and SDP. 
We observe that a threshold of 400 performs better than the other two 
selected threshold values, 100 and 600. Hence it is essential to find an 
optimal threshold range to minimize loss. The need for optimal threshold 
can be better understood by analyzing Fig. 3.3(b). Here we observe that 
the loss initially decreases, hits a minimum value, and then begins to 
increase. The loss is minimal when the threshold value is between 380-
430 packets. The initial high loss can be attributed to the loss of packets 
during the reconfiguration of a switch during contention resolution. The 
steepness in the fall of packet loss is proportional to the switching time. 
As the switching time becomes insignificant with respect to the burst 
size, the loss remains steady between the range 300-450 packets. After 
450, the loss increases, since an increase in the threshold results in an 
increase in the average number of packets lost per contention. We choose 
400 packets to be the optimal threshold value for the NSF network under 
a load range of 0 to 1 Erlang. The optimal threshold may vary based 
on the nodal degree of the network, the burst arrival rate, and the load 
range of the network. 

Single Threshold With Burst Priority 

For the case of two burst priorities and a single threshold, we evaluate 
the packet loss probability and the number of contentions for variations 
in load and threshold. The two burst priorities are Priority 0 and Priority 
1. Priority 0 represents higher-priority traffic. We use the optimum 
threshold value obtained from Fig. 3.3(b) as the threshold value, since it 
minimizes packet loss. Fig. 3.4 and 3.5, give the performance with SDP 
as the contention resolution policy in the OBS core. We assume that 
the input data arrival ratio of both class of packets is the same. 

Fig. 3.4 plots the packet loss probability versus load for threshold 
values of 100, 400, and 600 packets for both burst priorities. We observe 
that the packet loss for higher-class packets is significantly lower than the 
packet loss for lower-class packets. We observe that, even with a higher 
number of contentions, we achieve lower loss for higher-class packets due 
to segmentation. 

The combined graph of packet loss probability for both Priority 0 and 
Priority 1 bursts is plotted versus varying threshold values in Fig. 3.5. 
We observe that the loss of high-class packets is lower than that of low-
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Figure 3.3. The graphs for DP and SDP with single threshold and no burst priority 
in the network, (a) Packet loss probability versus load, (b) Packet loss probability 
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Figure 3.4- The graphs for SDP with single threshold and two burst priorities in the 
network. Packet loss probability versus load for different threshold values. 

class packets. Also, we can see that the loss increases as the threshold 
value increases beyond 400 packets. We observe that Priority 0 bursts 
have minimum loss at threshold values of 400 and 600 packets, while 
Priority 1 bursts have minimal loss at a threshold of 400 packets. 

In the following section, we will see that varying individual threshold 
values for each burst priority results in better performance for both 
packet classes. 

Two Thresholds Without Burst Priority: 

In case of two threshold values with no priorities in the bursts, we 
evaluate the packet loss probability and the number of contentions for 
variations in threshold. The results are shown in Fig. 3.6. SDP is as
sumed to be adopted in the core, and the network load is 0.5 Erlang. 
The packet arrival rate for each class of traffic is identical. 

In Fig. 3.6 we observe the packet loss probability for different values 
of threshold. Since there are no burst priorities in the network, during 
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Figure 3.5. The graphs for SDP with single threshold and two burst priorities in the 
network. Packet loss probability versus threshold for both classes of packets at a load 
of 0.5 Erlang. 

a contention, the burst length acts as the priority; hence longer bursts 
have lower loss than shorter bursts. We observe that the packet losses 
for the shorter burst is always higher than the packet loss for a longer 
burst. Therefore, the two planes in Fig. 3.6 meet when both thresholds 
are equal. Since no priority is incorporated into the network, the loss is 
symmetrical for bursts of both threshold values. 

Two Thresholds With Burst Priority: 

Figure 3.7 shows the network performance with two burst priorities 
and two threshold values, and with SDP as the contention resolution 
policy in the OBS core. We assume that the input data arrival ratios of 
both traffic classes are identical. We observe the service differentiation 
between the two different class of packets. 

Figure 3.7 plots the packet loss probability versus varying threshold 
values for both priorities, under a load of 0.5 Erlang. We observe that 
the loss of high-class packets remains constant for different values of 
Threshold 1. The loss of low-class packets decreases as its burst size 
increases due to fewer contentions with higher-priority bursts. As the 
threshold increases, the loss increases due to the increase in the average 
number of packets lost per contention. 
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Figure 3.6. The graphs for SDP with two thresholds and no burst priority in the 
network Packet loss probability versus varying both threshold values for both priori
ties. 

In general, it is observed that the average packet loss probability in the 
network initially decreases with the increases in burst length threshold, 
and reaches a minimum at the optimal threshold value. After reaching 
the optimum threshold value, the average packet loss probability be
gins to slightly increase with the increase in burst length threshold. By 
performing additional simulation, we have observed that when we run 
the simulator for 10 billion (1010) fixed-size packets, the average packet 
loss probability remains flat after reaching an optimal threshold value. 
Hence, all burst which are greater than or equal to the optimal thresh
old value will have minimum loss. Although, by increasing the burst 
length threshold, we are reducing the load on the OBS control plane, we 
also have to consider the impact of increased burst length on end-to-end 
packet delay. 
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Chapter 4 

SIGNALING 

When a burst is transported over the optical core, a signaling scheme 
must be implemented in order to allocate resources and to configure 
optical switches for the burst at each node. The signaling scheme in 
an optical burst-switched network is typically implemented using out-
of-band burst header packets. In an out-of-band signaling scheme, the 
header associated with a burst is transmitted on a different wavelength 
from the burst itself. The out-of-band header packet travels along the 
same route as the burst, informing each node along the route to config
ure its optical crossconnect to accommodate the arriving burst at the 
appropriate time. 

In this chapter, we discuss the various parameters that characterize 
different OBS signaling protocols. We then describe in detail several 
OBS signaling protocols that have been proposed in the research litera
ture. 

4.1 Classification of Signaling Schemes 
Several variations of optical burst switching signaling protocols are 

possible, depending on how and when the resources along a route are re
served for a burst. In particular, a signaling scheme can be characterized 
by the following characteristics: 

• one-way, two-way, or hybrid reservation; 

• source-initiated, destination-initiated, or intermediate-node-initiated 
reservation; 

• persistent or non-persistent reservation; 

• immediate or delayed reservation; 
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• explicit or implicit release of resources; 

• centralized or distributed signaling. 

These characteristics are described in the following sections. 

4.1.1 One-way, Two-way, or Hybr id 
A signaling scheme can be described as operating as using either one

way reservations, hybrid reservations, or two-way reservations. In a 
signaling scheme with one-way reservations, the source node sends out a 
control packet requesting each node in the route to allocate the necessary 
resources for the data burst and to configure their crossconnects accord
ingly. The source node then sends out the data burst without waiting 
for an acknowledgement from either the intermediate nodes or the des
tination node regarding the success or failure of the resource reservation 
process at each node. Since the reservations are unconfirmed (one-way), 
it is possible that the reservations were not successful and that the burst 
will need to be dropped. On the other hand, by not needing to wait 
for an acknowledgement, the data burst can be sent out sooner, thereby 
reducing the end-to-end data transfer latency. 

Signaling techniques with two-way reservations are acknowledgment-
based. When the burst header is sent from source to destination to 
reserve resources for a burst, an acknowledgement message that con
firms the successful assignment of requested resources is sent back from 
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the destination to the source. The data burst is transmitted only after 
the acknowledgement is received. If any of the intermediate nodes in the 
path are unable to accommodate the burst, then the node at which the 
request is blocked will send a negative acknowledgement to the source, 
indicating the failure of the reservation. This node will also take suit
able actions to release all reservations (if any) on previous links in the 
path. The source can choose to retry the request by sending a new 
burst header, or it may simply drop the request. Signaling schemes with 
confirmed (two-way) reservations can eliminate the loss of bursts in the 
OBS core, but will also lead to higher end-to-end delay for each burst. 

A hybrid signaling technique that offers a trade-off between one-way 
and two-way reservations is one which provides partial confirmation of 
reservations. In hybrid signaling schemes, the reservations from the 
source to some intermediate node in the route are confirmed through 
acknowledgements, while the reservations from the intermediate node to 
the destination are unconfirmed. The position of the initiating node will 
determine the loss and delay characteristics for a burst. If the interme
diate node is closer to the source, the performance is similar to that of 
unconfirmed reservations, and if the intermediate node is closer to the 
destination, the performance is similar to confirmed reservations. This 
hybrid technique in described in further detail in Section 4.4. 

4.1.2 Source-Initiated, Destination-Initiated, or 
Intermediate-Node-Initiated Reservation 

A signaling technique can initiate the reservation of the requested 
resources at the source, at the destination, or at an intermediate hop. 
In the source initiated reservation (SIR) technique, the resources for the 
burst are reserved in the forward path as the burst header travels from 
the source to the destination. If the resource allocation is successful 
in the forward direction and a confirmed reservation technique is used, 
then an acknowledgment message indicating the reserved wavelengths 
is sent back to the source. The source, upon receiving the resource 
confirmation, transmits the burst into the core network at the scheduled 
time. 

In a destination initiated reservation (DIR) technique, the source 
transmits a resource request to the destination node, this request col
lects wavelength availability information on every link along the route. 
Based on the collected information, the destination node will choose an 
available wavelength (if such exists) for the appropriate time interval, 
and send a reservation request back to the source node. The reservation 
request will traverse the intermediate nodes, reserving the chosen wave
length for the appropriate period of time. The primary cause of blocking 
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(or data loss) in SIR is due to the lack of free resources, while in DIR, 
the loss is due to outdated information [1, 2]. 

In an intermediate node initiated reservation (INI), typically the re
sources are reserved similar to DIR from the source to some intermediate 
node, and similar to SIR from the intermediate node to the destination 
node. 

In general, in order to reduce the loss the nodes in the forward direc
tion, SIR based techniques may reserve more than one (or all available) 
wavelengths until the destination, and release the unnecessary reserva
tion on the backward (reverse) direction. This approach may lead to 
lower performance due to blocking in the forward direction due to lack 
of resources. On the other hand, DIR based techniques just collect the 
state availability information of all intermediate nodes and then based 
on that information, selects a wavelength. Since, the individual state 
information received are not up-to-date, the selected wavelength may be 
taken by some other request during the time the status was collected to 
the time when the reservation message arrives at that node, also known 
as the vulnerable period. Hence, DIR suffers from loss due to outdated 
information during the vulnerable period. 

4.1.3 Persistent or Non-persistent 
One critical decision that each signaling technique needs to make is 

either to wait for a blocked resource (until if becomes free) or immedi
ately indicate that there is a contention and initiate suitable connection 
failure mechanisms such as re-transmission, deflection, and buffering. In 
a persistent approach, waiting for blocked resource and assigning the 
wavelength results in minimum loss, assuming that suitable buffers are 
provisioned at the nodes (edge and core), so as to store the incoming 
bursts. In the non-persistent approach, the objective is to have a bound 
on the delay (minimize round trip delay); hence the node declares the 
request to be a failure if the resource is not available immediately, and 
implements appropriate contention resolution techniques. 

4.1.4 Immediate Reservation or Delayed 
Reservation 

Based on the duration of the reservation on the channel, the signaling 
techniques can be categorized as immediate reservation or delayed reser
vation. In the immediate reservation technique, the channel is reserved 
immediately from the instant that the setup message (BHP) reaches the 
node. On the other hand, in a delayed reservation technique, the chan
nel is reserved from the actual arrival instant of the data burst at that 
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node (or link). In order to employ delayed reservation, the BHP must 
carry the offset time between itself and its corresponding data burst. 
For example, the just-in-time (JIT) signaling technique uses immedi
ate reservation, while the just-enough-time (JET) signaling technique 
adopts delayed reservation. In general, immediate reservation is simple 
and practical to implement, but incurs higher blocking due to inefficient 
bandwidth allocation. On the other hand, implementation of delayed 
reservation is more involved, but leads to higher bandwidth utilization. 
Delayed reservation techniques also leads to the generation of idle voids 
between the scheduled bursts on the data channels. Scheduling algo
rithm used during reservation will need to store additional information 
about the voids. Based on that information, the scheduler must assign a 
wavelength to the reservation request. Delayed reservation and immedi
ate reservation can be incorporated into any signaling technique, if the 
underlying node maintains the relevant information. 

4.1.5 Explicit Release or Implicit Release 
An existing reservation can released in two ways, either implicitly or 

explicitly. In an explicit release technique, a separate control message is 
sent following the data burst, from the source towards the destination, 
in order to release or terminate an existing reservation. On the other 
hand, in an implicit release technique, the control message (BHP) has 
to carry additional information such as the burst length and the offset 
time. We can see that the implicit release technique results in better loss 
performance, due to the absence of any delay between the actual ending 
time of the burst and the arrival time of the release control message at 
each node. On the other hand, the explicit release technique results in 
lower bandwidth utilization and increased message complexity. 

Based on the reservation and release mechanisms (Fig. 4.2), the sig
naling techniques can be categorized into four categories, Immediate 
Reservation with Explicit Release, Immediate Reservation with Implicit 
Release, Delayed Reservation with Explicit Release, and Delayed Reser-

t t 
Implicit Explicit 
Release Release 
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vation with Implicit Release [10, 4]. Immediate reservation and explicit 
release indicates that an explicit control message is sent in order to per
form the intended functionality, such as reserving a channel or releasing a 
connection. In delayed reservation, the out-of-band BHP needs to carry 
the offset time, and in the case of implicit release, the duration of the 
data burst (in addition to the offset time). We can easily observe that 
techniques employing delayed reservation and implicit release result in 
higher bandwidth utilization, while the techniques employing immediate 
reservation and explicit release are simple to implement at the expense 
of lower bandwidth utilization. 

4.1.6 Centralized or Distributed 
In a centralized signaling technique, as proposed by [5], a dedicated 

centralized request server is responsible for setting up the route and 
assigning the wavelength on each route for every data burst for all source-
destination pairs in the network. The centralized technique may perform 
more efficiently when the network is small and the traffic is non-bursty. 
On the other hand, in distributed signaling techniques, each node has a 
burst scheduler that assigns an outgoing channel for each arriving BHP 
in a distributed manner. The distributed approach is suitable of large 
optical networks and for bursty data traffic. 

The objective of having a generalized signaling framework is that we 
can now categorize each signaling technique based on the parameter 
selections made, and the corresponding performance of the technique 
can be deduced. 

Two prominent signaling techniques for a bufferless OBS network are 
Tell-and-Wait (TAW) and Just-Enough-Time (JET). In both of these 
techniques, a BHP is sent ahead of the data burst in order to configure 
the switches along the burst's route. We now describe these two signaling 
techniques. 

4.2 Just-Enough-Time (JET) 
Figure 4.3 illustrates the JET signaling technique. As shown, a source 

node first sends a burst header packet (BHP) on a control channel to
ward the destination node. The BHP is processed at each subsequent 
node in order to establish an all-optical data path for the corresponding 
data burst. If the reservation is successful, the switch will be configured 
prior to the burst's arrival. Meanwhile, the burst waits at the source in 
the electronic domain. After a predetermined offset time, the burst is 
sent optically on the chosen wavelength [6]. The offset time is calculated 
based on the number of hops from source to destination, and the switch-
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Figure 4-3- Just-Enough-Time (JET) signaling technique. 

ing time of a core node. Offset time is calculated as OT = h • S + ST, 
where h is the number of hops between the source and the destination, 
5 is the per-hop burst header processing time, and ST is the switching 
reconfiguration time. If at any intermediate node, the reservation is un
successful, the burst will be dropped. The unique feature of JET when 
compared to other one-way signaling mechanisms is delayed reservation 
and implicit release. 

The information necessary to be maintained for each channel of each 
output port of every switch for JET comprises of the starting and the 
finishing times of all scheduled bursts, which makes the system rather 
complex. On the other hand, JET is able to detect situations where no 
transmission conflict occurs, although the start time of a new burst may 
be earlier than the finishing time of an already accepted burst, i.e., a 
burst can be transmitted in between two already reserved bursts. Hence, 
bursts can be accepted with a higher probability in JET. 

There are other closely related one-way based signaling techniques, 
such as Tell-and-Go (TAG) and Just-in-Time (JIT). In the TAG ap-
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Figure 4-4- Comparison of (a) JET and (b) JIT based signaling. 

proach, the data burst must be delayed at each node in order to al
low time for the burst header to be processed and for the switch to be 
configured, instead of pre-determining this duration at the source and 
incorporating the delay in the offset time. This delay requires the use 
of fiber delay lines (FDL), which consist of loops of optical fiber. The 
propagation delay in the FDL is the amount of time for which the data 
burst will be delayed. 

JIT is similar to JET except that JIT employs immediate reservation 
and explicit release instead of delayed reservation and implicit release. 
Fig. 4.4(a) and (b) compares a similar signaling scenario using JET 
and JIT, respectively. An architectural framework for implementing 
various JIT schemes is presented in [10]. The primary benefit of using 
these one-way based techniques is the minimized end-to-end delay for 
data transmission over an optical backbone network, at the cost of high 
packet loss due to data burst contentions for resources at the bufferless 
core network. 

4.3 Tell-and-Wait (TAW) 
Figure 4.5 illustrates the TAW signaling technique. In TAW, the 

"SETUP" BHP is sent along the burst's route to collect channel avail
ability information at every node along the path. At the destination, a 
channel assignment algorithm is executed, and the reservation period on 
each link is determined based on the earliest available channel times of 
all the intermediate nodes. A "CONFIRM" BHP is sent in the reverse 
direction (from destination to source), which reserves the channel for the 
requested duration at each intermediate node. At any node along the 
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path, if the required channel is already occupied, a "RELEASE" BHP 
is sent to the destination to release the previously reserved resources. If 
the "CONFIRM" packet reaches the source successfully, then the burst 
is sent into the core network. 

Also, since TAW is similar to wavelength-routed networks, the channel 
can be reserved in the forward direction as in source initiated reservation 
(SIR) or in the reverse direction from the destination back to the source 
as in destination initiated reservation (DIR) [2, 1]. TAW in OBS is 
different from wavelength-routed WDM networks in the sense that in 
TAW, resources are reserved at any node only for the duration of the 
burst. Also, if the duration of the burst is known during reservation, 
then an implicit release scheme can be followed to maximize bandwidth 
utilization. 

All the protocols discussed above are one-way signaling techniques 
except TAW, which is a two-way signaling technique. If we compare 
TAW and JET, the disadvantage of TAW is the round-trip setup time, 
i.e., the time taken to set up the channel; however in TAW the data 
loss is very low. Therefore TAW is good for loss-sensitive traffic. On the 
other hand, in JET, the data loss is high, but the end-to-end delay is less 
than TAW. In TAW, it takes three times the one-way propagation delay 
from source to destination for the burst to reach destination, whereas in 
the case of JET, the delay is just the sum of one one-way propagation 
delay and an offset time. There is no signaling technique that offers the 
flexibility in both delay and loss tolerance values. 

4.4 Intermediate Node Initiated (INI) Signaling 
Several signaling techniques have been proposed for transmitting data 

ail-optically in an OBS networks. To accommodate the dynamic resource 
reservation requests to transmit data bursts, the signaling technique has 
to first find a route from the source to the destination, then schedule the 
burst on a particular wavelength at each intermediate node. 

The most commonly studied distributed signaling techniques are tell-
and-wait (TAW) and just-enough-time (JET). TAW is a two-way, ac
knowledgment based signaling technique using explicit setup and release 
control messages. JET is a one-way based signaling technique without 
acknowledgments that uses estimated setup and release burst header 
packets (BHPs). In order to avoid converting to electronics in the core, 
all signaling techniques have an offset time between the BHP and the 
corresponding data. The BHP may also specify the duration of the burst 
in order to let a node know when it may reconfigure its switch for the 
next burst [7], in addition to containing the offset time. The offset time 
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Figure 4-5. Tell-and-Wait (TAW) signaling technique. 

allows for the BHP to be processed at each intermediate node before the 
burst arrives at the intermediate node. 

If we compare TAW and JET, the disadvantage of TAW is the round-
trip setup time, i.e., the time taken to set up the channel; however 
in TAW the data loss is very low. Therefore TAW is good for loss-
sensitive traffic. On the other hand, in JET, the data loss is high, but 
the end-to-end delay is less than TAW. In TAW, it takes three times 
the one-way propagation delay from source to destination for the burst 
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to reach destination, whereas in the case of JET, the delay is just the 
sum of one one-way propagation delay and an offset time. There is 
no signaling technique that offers the flexibility in both delay and loss 
tolerance values. 

In an IP over OBS network, it is desirable to provide QoS support for 
applications with diverse QoS demands, such as voice-over-IP, video-on-
demand, and video conferencing. Several solutions have been proposed 
to support QoS in the OBS core network (refer to Chapter 7). There is 
no single technique that offers flexibility to support both delay-sensitive 
and loss-sensitive traffic in the same OBS network. Also the existing 
schemes for QoS, such as JET with additional-offset time for different 
classes of traffic, suffer from high blocking probability. Also, the source 
node must estimate the offset times in order to support different packet 
class requirements. 

In this section, we discuss a hybrid signaling technique called interme
diate node initiated (INI) signaling, and an extension of the INI signaling 
technique in order to provide differentiated signaling based on applica
tion requirements through the differentiated INI (DINI) technique. The 
DINI technique provides differentiation without introducing any addi
tional offset time. 

4,4.1 Intermediate Node Initiated (INI) Signaling 
In [8], in order to overcome the limitations of TAW and JET, the 

authors propose the intermediate node initiated signaling technique. In 
the INI signaling technique, a node between source and destination on 
the path is selected as the initiating node. An initiating node is an inter
mediate node between the source and the destination at which a channel 
reservation algorithm is run to determine the earliest time that the burst 
can be sent from the source node and the corresponding earliest times 
at which the nodes between source and the initiating node can be sched
uled to receive the burst. At the initiating node, the actual reservation 
of the channels starts in both directions i.e., from the initiating node to 
the source and from the initiating node to the destination. The selection 
of the initiating node is critical in the INI signaling technique. 

Figure 4.6 illustrates the INI signaling technique. When a burst is 
created at the edge node, a "SETUP" BHP is sent to the destination. 
The BHP collects the details of channels at every node along the path 
until it reaches the initiating node. At the initiating node, a channel 
assignment algorithm is executed to determine the time duration that 
the channels will need to be reserved at each intermediate hop between 
the source and initiating node. A "CONFIRM" packet is then sent to the 
source node, which reserves channels along the path from the initiating 
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Figure J^.6. Intermediate Node Initiated (INI) Signaling Technique. 

node to the source. If a channel is busy at any node, a "RELEASE" 
packet is sent back to the initiating node to release previously reserved 
resources. If the "CONFIRM" packet reaches the source successfully, 
then the burst is sent at the scheduled time. The IN simultaneously 
sends an unacknowledged "SETUP" BHP towards the destination, for 
reserving the channels between the IN and the destination. If, at any 
node between the initiating node and the destination node, the BHP 
fails to reserve the channel, the burst is dropped at that node. 
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Table J+.l. Summary of the different OBS signaling techniques. 

Signaling 

TAW 
TAG 
JET 
JIT 
INI 

| Direction 

1 two-way 
| one-way 
| one-way 
| one-way 
| hybrid 

Initiation 

src./dest. 
source 
source 
source 

intermed. 

Reservation 

explicit 
implicit 
implicit 
explicit 

exp./imp. 

Release 

explicit 
implicit 
implicit 
explicit 

exp./imp. 

Delay 

high 
least 
low 
low 

flexible 

Loss 

low 
high 
high 
high 

flexible 

In TAW, there is an acknowledgment from the destination before the 
burst is sent from the source, and in JET, there is no acknowledgment. 
In INI, there is an acknowledgment from the initiating node, thereby 
decreasing the probability of blocking compared to JET. Also since the 
burst waits at the source for a time less than the propagation delay 
from the source to the destination, INI decreases the end-to-end delay 
compared to TAW. In the INI signaling technique, if the initiating node 
is the source, then the signaling technique is identical to JET, and if 
the initiating node is the destination, then the signaling technique is 
identical to TAW. For the INI signaling technique, TAW and JET and 
the two extremes, so by appropriately selecting the initiating node, we 
can implement TAW and JET by using INI. In INI, we can use both 
regular reservation and delayed reservation. With delayed reservation 
the performance of the signaling technique improves. In the following 
simulations, we adopt the delayed reservation technique. 

Table 1 gives the summary of the three signaling techniques in terms 
of burst loss probability and average end-to-end delay. 

Illustration: Consider the path 2-4-5-7 in Fig. 4.7, with Node 2 
as the source and Node 7 as the destination. Here we have four possi
ble initiating nodes including the source and destination nodes. If we 
choose the source i.e., Node 2 as the initiating node, then the INI sig
naling technique becomes JET. If we choose the destination i.e., Node 7 
as the initiating node, then the INI signaling technique becomes TAW. 
Other possibilities of initiating nodes are Node 4 and Node 5. Let us 
consider Node 5 to be the initiating node and observe how the INI sig
naling technique works. Node 2 sends the BHP to the next hop, Node 
4, along with the channel availability information of the Link 2-4. Node 
4 adds the channel availability information of Link 4-5 and sends the 
BHP to the next node, Node 5. When the initiating Node 5 gets the 
BHP, it runs a channel reservation algorithm to determine the earliest 
times at which the required burst can be served by the intermediate 
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nodes between the source and the initiating node, including both the 
source and the initiating node. A reply packet, which reserves the chan
nels at the intermediate nodes at the pre-determined times is sent from 
initiating node to the source. As soon as the reply packet reaches the 
Source 2, the burst is sent. The BHP sent from the initiating Node 5 
to the destination reaches Node 7 and configures Node 7 to receive the 
incoming burst at the corresponding time. Node 5 will not send any 
acknowledgment back to the initiating node. The BHP sent from the 
initiating node just reserves the available channels and proceeds in the 
forward direction from the initiating node to the destination. 

4.4.2 Differentiated Intermediate Node Initiated 
(DINI) Signaling 

The INI signaling technique can be extended to provide QoS at the 
optical layer. It is possible to implement multiple signaling techniques 
in the same network to provide differentiated services, in order to sup
port both loss and delay sensitive traffic, i.e., we can use TAW for loss 
sensitive traffic, and JET for delay sensitive traffic. This approach of 
having a hybrid core network with two different signaling schemes can 
only provide a coarse QoS guaranty. In order to provide a finer level of 
QoS differentiation, we modify the INI scheme. 

Using INI, we can satisfy both the loss and delay constraints of each 
specific application by carefully selecting the initiating node. In general, 
for applications with delay constraints we choose the initiating node to be 
closer to the source node, such that the end-to-end delay is less than the 
application-specified constraint. For applications with loss constraints, 
we choose the initiating node to be closer to the destination node, such 
that most of the path is two-way acknowledged. 

Suppose, we have to support three classes of traffic, say P0, PI , and 
P2, with P0 being delay sensitive, PI being both delay and loss sensi
tive, and P2 being loss sensitive. We can use the source node as the 
initiating node for P0, the center node as the initiating node for PI , 
and the destination node as the initiating node for P2, thus providing 
differentiated services in the same OBS network. 

4.5 Analytical Delay Model 
In this section, we discuss an analytical model for evaluating the de

lay characteristics of each OBS signaling techniques. We assume that 
fixed shortest-path routes, Rsd, are calculated by each source-destination 
pair; no optical buffering (FDLs) or wavelength conversion is supported 
at core nodes. Without loss of generality, we investigate a network with 
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a single wavelength per fiber. The model can be directly extended to 
multiple wavelengths per fiber. Due to the absence of wavelength con
verters, multiple wavelengths in each fiber can be thought of as multiple 
layers of the network, with one layer for each wavelength. It is impor
tant to compare the end-to-end delay of each signaling technique, such 
as J E T , TAW, and INI. We begin by defining the following notation: 

hhp'- burst header packet (BHP) processing delay at each OBS node. 
We assume tha t the processing delays of different signaling messages, 
such as "SETUP", "RELEASE", and "CONFIRM", at all the nodes 
are identical. 

tsw: switching time required to reconfigure the optical cross-connect 
at each OBS node. 

tagg: burst aggregation delay based on the assembly technique adopted 
at the ingress OBS node. 

tb\ da ta burst transmission time. 

tot: offset time, the fixed initial time between the out-of-band BHP 
and the da ta burst at the ingress node. 

t%£\ propagation delay on the fiber between Node % and Node j . 

The typical values of tlJ is 5 yus/km, t^hp is hundreds ns, and tsw is 
few {is. 

We first calculate the average end-to-end packet delay, TSIG, incurred 
by each signaling technique. TSIG is the duration from the instant the 
first packet arrives at the ingress node to the instant the burst is com
pletely received at the destination. Consider a route with n hops to the 
destination. 
(a) J u s t - E n o u g h - T i m e ( J E T ) or J u s t - I n - T i m e ( J I T ) : 

In Just-Enough-Time (JET) or Just-In-Time (JIT) , the end-to-end 
delay is given by the sum of the burst aggregation time, the offset time, 
the burst transmission time, and the data burst propagation time. 

n 
TjET = TjIT = tagg+tot + tb+ Yl tf ( 4 1 ) 

iijeRsd 

where, 
t0t — ntbhp + tsw. (4.2) 

If we consider Tell-and-Go (TAG) signaling technique, there is a slight 
variation in the delay parameters, the offset time, t0t = 0, and there is 



52 Signaling 

an additional compensating per-hop FDL delay, tfdi equivalent to the 
hhp + tsw, that is provided by input FDLs to all the data channels at 
each node, so as to compensate for the control header processing and 
switching delay. 

n 
TTAG = tagg+ntfdl+th+ Yl *P- ( 4 3 ) 

lijeRsd 

(b) Tell-and-Wait (TAW): 
In Tell-and-Wait (TAW), the end-to-end delay is given by the sum 

of the burst aggregation time, the round trip connection setup time, 
the burst transmission time, and the data burst propagation time. Ad
ditional offset time may be required, if the sum of the per-hop BHP 
processing times at all the intermediate nodes plus one switch recon
figuration time is greater than the round-trip connection setup time. 
Therefore, 

n 
TTAW = tagg + 3 ] T tv+tb + tot.. (4.4) 

iijeRsd 

Also, 
n 

U = 0 if 2 £ # > (n + 2)thhp + tsw. (4.5) 
WeRsd 

(c) Intermediate Node Initiated (INI): 
In INI, the end-to-end delay is given using a combination of the delay 

equation of TAW and JET. The end-to-end delay in INI also depends 
upon the location of the initiation node (IN), fc, the burst aggregation 
time, the burst transmission time, and the data burst propagation time. 
Let I is the number of hops between the source and IN, and m is the 
number of hops between IN and destination node. 

n n 
TINI = tagg + 2 2 $ + J2 tf + tb + tot (4.6) 

iijeRak iijeRSd 
where, 

tot = 0 if 2sumfiJeRkst^ > mtbhp + tsw (4.7) 

else, 
n 

tot = (rntbhp + tsw)-2 J2 *P- (4'8) 
iijeRka 

If I — n, then delay is same as TAW, and if I = 0 or m = n, then 
delay same as JET (or JIT). 
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Figure 4-7. 14-node NSF backbone network topology (distance in km). 

Hence, 

TJET < TINi < TTAW- (4.9) 

4.6 Numerical Results 
In order to evaluate the performance of the INI signaling technique, a 

simulation model is developed. Burst arrivals to the network are Poisson, 
with exponentially distributed burst length, with average burst length of 
0.1 ms. The link transmission rate is 10 Gb/s. Each packet is of length 
1250 bytes. The switching reconfiguration time is 0.01 ms. There is no 
buffering or wavelength conversion at nodes. Retransmission of the lost 
bursts is not considered. Fig. 4.7 shows the 14-node NSFNET on which 
the simulation is implemented. 

Figures 4.8(a) and 4.8(b) plot the burst loss probability and aver
age end-to-end delay versus load when the initiating nodes are taken as 
source (SRC), first-hop (Hop-1), second-hop (Hop-2), third-hop (Hop-
3), and destination (DST) respectively. In Figs. 4.8 (a) and 4.8 (b), only 
paths that are more than or equal to three hop counts are considered 
to show the effect of INI signaling technique. We observe that the loss 
probability decreases as the initiating node moves away from the source. 
If the initiating node is chosen closer to the source, a greater part of the 
path is unacknowledged, which leads to a higher loss probability. On 
the other hand, if the initiating node is chosen closer to the destination, 
a greater part of the path is acknowledged, which leads to a lower loss 
probability. We also observe that the delay increases proportionally to 
the increase in distance between the initiating node and the source, since 
the path from source to the initiating node is acknowledged, and hence 
incurs a higher round-trip delay. Also, the values of loss and delay when 
the initiating node is at the source and the destination are consistent 
with JET and TAW respectively. 
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Figure 4-8. (a) Burst loss probability versus load, and (b) Average end-to-end delay 
versus load, when the initiating nodes are source, first hop, second hop, third hop, 
and destination. 

Figures 4.9(a) and 4.9(b) plot the burst loss probability and average 
end-to-end delay versus load for the three priority bursts. We observe 
that P2 suffers the least loss, while PO incurs the least delay, and PI 
experiences loss and delay between the values of PO and P2. For compa
rable values of offset time, we found that INI out-performs the traditional 
offset-based QoS scheme [7]. In the offset-based scheme, the source has 
to estimate the additional-offset to provide differentiated services, while 
in INI, the initiating node has the channel availability information of all 
nodes between itself and the source. Also, the data burst does not enter 
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Load (in Erlang) -

Figure 4-9. (a) Burst loss probability versus load, and (b) Average end-to-end delay 
versus load, when the initiating nodes is source, center hop, and destination in the 
same network to provide differentiation through signaling. 

the network until resources have been reserved between the source node 
and the initiating node. 

The INI signaling technique provides flexibility during channel reser
vation based on the type of data to be transmitted. The packet loss 
probability of INI is less than that of JET and the end-to-end delay is 
less than that of TAW. Hence, the hybrid INI technique is a flexible 
solution suitable for handling the varying traffic demands of the next-
generation optical network. 
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Chapter 5 

CONTENTION RESOLUTION 

Since optical burst-switched networks provide connectionless trans
port, there exists the possibility that bursts may contend with one an
other at intermediate nodes. Contention will occur if multiple bursts 
from different input ports are destined for the same output port at 
the same time. Typically, contention in traditional electronic packet-
switching networks is handled through buffering; however, in the optical 
domain, it is more difficult to implement buffers, since there is no optical 
equivalent of random-access memory. In this chapter, we discuss several 
possible methods for resolving contention in OBS networks. 

5.1 Optical Buffering 
Contention in traditional electronic packet-switching networks is im

plemented by storing packets in random-access memory (RAM) buffers; 
however, RAM-like buffering is not yet available in the optical domain. 
In optical networks, fiber delay lines (FDLs) [1-5] can be utilized to de
lay packets for a fixed amount of time. By implementing multiple delay 
lines in stages [3] or in parallel [4], a buffer may be created that can hold 
a burst for a variable amount of time. Some papers have investigated 
approaches for designing larger buffers without a large number of delay 
lines [6, 7]. In [6], the buffer size is increased by cascading multiple 
stages of delay lines. In [7], the buffer size is increased by utilizing so 
called non-degenerate buffers in which the length of the delay lines may 
be greater than the number of delay lines in the buffer. This approach 
yields,lower data loss probabilities, but does not guarantee the correct 
ordering of the packets. Note that, in any optical buffer architecture, 
the size of the buffers is severely limited, not only by signal quality con
cerns, but also by physical space limitations. To delay a single burst 
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for 1 ms requires over 200 km of fiber. Due to the size limitation of 
optical buffers, a node may be unable to effectively handle high load or 
bursty traffic conditions. Wavelength controlled fiber loop buffers and 
wavelength routing based photonic packet buffers are described in [8, 9]. 

Optical buffers are either single-stage, which have only one block of de
lay lines, or multistage which have several blocks of delay lines cascaded 
together, where each block contains a set of parallel delay lines. Optical 
buffers can be further classified into feed-forward, feedback, and hybrid 
architectures [1, 10]. In a feed-forward architecture, each delay line con
nects an output port of a switching element at a given stage to an input 
port of another switching element in the next stage. In a feedback archi
tecture, each delay line connects an output port of a switching element 
at a given stage to an input port of a switching element in the same stage 
or a previous stage. In a hybrid architecture, feed-forward and feedback 
buffers are combined. According to the position of the buffers, packet 
switches are essentially categorized into three major configurations: in
put buffering, output buffering, and shared buffering. In input buffering, 
a set of buffers is dedicated for each input port. In output buffering, a 
set of buffers is dedicated for each output port. In shared buffering, a 
set of buffers can be shared by all switch ports. Input buffering has 
poor performance due to head-of-line (HOL) blocking. Output buffering 
and shared buffering can both achieve good performance in any packet 
switch. However, output buffering requires a significant number of FDLs 
as well as larger switch sizes. With shared buffering, on the other hand, 
all output ports can access the same buffers. Therefore, it can be used 
to reduce the total number of buffers in a switch while achieving a de
sired level of packet loss. In the optical domain, shared buffering can 
be implemented with one-stage feedback recirculation buffering [1, 11, 
12] or multistage feed-forward shared buffering [2, 3, 5]. Furthermore, 
buffers can be either configured as degenerate buffer (linear increment) 
or non-degenerate buffer (non-linear increment) [13, 7]. 

In addition to buffering bursts optically, it is also possible to buffer 
bursts electronically. Electronic buffering can be accomplished by send
ing the bursts up to the electronic switching or routing layer. The dis
advantage of such an approach is that the network loses transparency, 
and each node must have electronic switching or routing capabilities, 
resulting in higher network costs and also requiring electronic memories 
which must keep up with the speeds of optical networks. Furthermore, 
a greater load will be placed on the processing capabilities of the elec
tronic switch or router. An alternative would be to implement electronic 
buffers directly as a part of the optical switch itself. In this case each 
node would still require additional transmitters and receivers, and would 
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need to be aware of the transmission format of the bursts; however no 
additional electronic routing or switching capability would be required. 
Delay lines may be acceptable in prototype switches, but are not com
mercially viable. 

5.2 Wavelength Conversion 
In WDM, several wavelengths run on a fiber link that connects two 

optical switches. The multiple wavelengths can be exploited to minimize 
contentions as follows. Let us assume that two bursts are destined to go 
out of the same output port at the same time. Both bursts can still be 
transmitted, but on two different wavelengths. This method may have 
some potential in minimizing burst contentions, particularly since the 
number of wavelengths that can be coupled together onto a single fiber 
continues to increase. For instance, it is expected there will be as many 
as 160-320 wavelengths per fiber in the near future. 

Wavelength conversion is the process of converting the wavelength 
of an incoming channel to another wavelength at the outgoing chan
nel. Wavelength converters are devices that convert an incoming signal's 
wavelength to a different outgoing wavelength, thereby increasing wave
length reuse, i.e., the same wavelength may be spatially reused to carry 
different connections in different fiber links in the network. Wavelength 
converters offer a 10%-40% increase in reuse values when wavelength 
availability is small [14]. 

In optical burst switching with wavelength conversion, contention is 
reduced by utilizing additional capacity in the form of multiple wave
lengths per link [7, 1]. A contending burst may be switched to any of 
the available wavelengths on the outgoing link. 

While optical wavelength conversion has been demonstrated in labo
ratory environments, the technology is not yet mature, and the range of 
possible conversions are somewhat limited [17]. The following are the 
different categories of wavelength conversion: 

• Full conversion: Any incoming wavelength can be shifted to any 
outgoing wavelength; thus the is no wavelength continuity constraint 
on the end-to-end connection requests. 

• Limited conversion: Wavelength shifting is restricted so that not all 
incoming channels can be connected to all outgoing channels. The re
striction on the wavelength shifting will reduce the cost of the switch 
at the expense of increased blocking. 
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• Fixed conversion: This is a restricted form of limited conversion, 
wherein each incoming channel may be connected to one or more 
pre-determined outgoing channels. 

• Sparse wavelength conversion: The networks may be comprised of 
a collection of nodes having full, limited, fixed, and no wavelength 
conversion. There are many wavelength conversion algorithms to 
minimize the number wavelength converters [18-20]. 

5.3 Deflection Routing 
In deflection routing, contention is resolved by routing data to an 

output port other than the intended output port. Deflection routing 
is generally not favored in electronic packet-switched networks due to 
potential looping and out-of-sequence delivery of packets; however, it 
may be necessary to implement deflection in all-optical burst-switched 
networks, where buffer capacity is very limited. While deflection routing 
has been investigated for electronic and photonic packet-switched net
works [21-23], there is currently very little work which applies deflection 
to optical burst-switched networks. 

In [21], hot-potato routing is compared to store-and-forward routing 
in a ShufHeNet. [22] and [23] compare hot-potato and deflection routing 
in ShufHeNet and Manhattan Street Network topologies. Since both 
the ShufHeNet and Manhattan Street Network are two-connected (each 
node has an outgoing degree of two), the choice of the deflection output 
port is obvious. When the nodal degree is greater than two, a method 
must be developed to select the alternate outgoing link when a deflection 
occurs. In [24], deflection routing is studied in irregular mesh networks. 
Rather than choosing the deflection output port arbitrarily, priorities are 
assigned to each output port, and the ports are chosen in the prioritized 
order. 

In deflection routing, a deflected packet or burst typically takes a 
longer route to its destination, leading to increased delay and a degra
dation of the signal quality. Furthermore, it is possible that the packet 
or burst may loop indefinitely within the network, adding to congestion. 
Mechanisms must be implemented to prevent excessive path lengths. 
Such mechanisms may include a maximum-hop counter, or a constrained 
set of deflection alternatives [25, 26]. In [25], deflection is studied to
gether with optical buffering in irregular mesh networks with variable-
length packets. The nodes at which deflection can occur, as well as 
the options for the deflection port, are limited in such a way as to pre
vent looping for the given network. A general methodology for selecting 
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loopless-deflection options in any arbitrary network is given in [26, 11, 
27]. 

Another issue in deflecting bursts is maintaining the proper offset 
between the header and pay load of a deflected burst. Since the deflected 
burst must traverse a greater number of hops than if the burst had not 
been deflected, there may be a point at which the initial offset time may 
not be sufficient for the header to be processed and for the switch to 
be reconfigured before the data burst arrives to the switch. In order 
to eliminate problems associated with insufficient offset time, a number 
of different policies may be implemented. One approach is simply to 
discard the burst if the offset time is insufficient. Counter and timer-
based approaches may also be used to detect and limit the number of 
hops that a burst experiences. Buffering approaches using fiber delay 
lines (FDLs) may also be applied; however, such approaches increase the 
complexity of the optical layer. 

5,4 Burst Segmentation 
In existing optical burst switching approaches, when contention be

tween two bursts cannot be resolved through other means, one of the 
bursts will be dropped in its entirety, even though the overlap between 
the two bursts may be minimal. For certain applications which have 
stringent delay requirements but relaxed packet loss requirements, it 
may be desirable to lose a few packets from a given burst rather than 
losing the entire burst altogether. In [28], the authors introduced a 
novel contention resolution technique, burst segmentation, which mini
mizes packet losses by partitioning the burst into segments and dropping 
only those segments which contend with another burst. A significant ad
vantage of burst segmentation is that it allows bursts to be preempted 
by other bursts. This ability to preempt bursts enables the possibility 
of handling contentions in a prioritized manner. 

In burst segmentation, the burst consists of a number of basic trans
port units called segments. Each segment consist of a segment header 
and a pay load. The segment header contains fields for synchronization 
bits, error correction information, source and destination information, 
and the length of the segment in the case of variable length segments. 
The segment payload may carry any type of data, such as IP packets, 
ATM cells, or Ethernet frames (Fig. 5.1). When two bursts contend 
with one another in the optical burst-switched network, only those seg
ments of one burst which overlap with the other burst will be dropped, 
as shown in Fig. 5.2. If the switching time is non-negligible, then addi
tional segments may be lost when the switch is being reconfigured. In 
subsequent discussions, the burst which arrives to the first will be re-
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ferred to as the original burst, and the burst which arrives later will be 
referred to as the contending burst. 

In order to maintain data and format transparency, the optical layer 
need not be aware of the actual segment boundaries and segment payload 
data format. In this case, the optical layer is only aware of information 
such as the burst source and destination nodes, the burst offset time, 
the burst duration, and possibly the burst priority. This transparency 
may lead to sub-optimal decisions with regard to minimizing data loss, 
as individual segments may end up being split into two parts, resulting 
in complete data loss for those segments; however, by maintaining trans
parency, the optical layer (core) remains fairly simple, and no additional 
computational overhead will be required at each core node. 

If the segment boundaries are transparent in the all-optical core, then 
the nodes at the network edge must be responsible for defining and pro
cessing segments electronically. Furthermore, the receiving node must 
be able to detect the start of each segment and identify whether or not 
the segment is intact; thus, some type of error detection or error correc
tion overhead must be included in each segment. Additional clock and 
signaling information may need to be stored in each segment header in 
order for the egress receiver node to identify and recover data stored in 
each segment. One possible implementation of segmentation is to define 
a segment as an Ethernet frame. If each segment consists of an Eth
ernet frame, then detection and synchronization can be performed by 
using the preamble field in the Ethernet frame header, while errors and 
incomplete frames can be detected by using the CRC field in the Ether
net frame; thus, no further control overhead would be required in each 
segment other than the overhead already associated with an Ethernet 
frame. 

If segments are not defined as Ethernet frames, then the choice of 
the segment length becomes a key system parameter. The segment can 
be either fixed or variable in length. If segments are fixed in length, 
synchronization at the receiver becomes easier; however, variable-length 
segments may be able to accommodate variable-length packets in a more 
efficient manner. The size of the segment also offers a trade off between 
the loss per contention and the amount of overhead per burst. Longer 
segments will result in a greater amount of data loss when segments are 
dropped during contention; however, longer segments will also result in 
less overhead per segment, as the ratio of the segment header length to 
the segment payload length will be lower. In this chapter, we assume 
that each segment is an Ethernet frame which contains a fixed-length 
packet, and we do not address the issue of finding the optimal segment 
size. 
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Another issue in burst segmentation is the decision of which burst 
segments to drop when a contention occurs between two bursts. In the 
remainder of the dissertation, the burst arriving first to the switch is 
referred to as the original burst and the later arriving burst that con
tends is referred to as the contending burst. Note that the burst are 
referred to as original or contending burst based on the order of arrival 
of the data bursts to the switch, and not based on the order of arrival 
of their corresponding control packets (BHPs). There are two possible 
approaches for determining which segments to drop when using segmen
tation, namely, tail-dropping and head dropping. In tail-dropping, the 
overlapping tail segments of the original burst (Fig. 5.2) are dropped, 
and in head-dropping, the head overlapping segments of the contending 
burst are dropped. An advantage of dropping the overlapping tail seg
ments of bursts rather than the overlapping head segments is that there 
is a better chance of in-sequence delivery of packets at the destination, 
assuming that dropped packets are retransmitted at a later time. A 
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head-dropping policy will result in a greater likelihood that packets will 
arrive at their destination out of order; however, the advantage of head-
dropping is that it ensures that, once a burst arrives at a node without 
encountering contention, then the burst is guaranteed to complete its 
traversal of the node without preemption by later bursts. 

In this chapter, we consider a modified tail-dropping policy when de
termining which segments to drop. In this policy, the overlapping tail 
(remaining length) of the original burst is dropped only if the num
ber of segments in the overlapping tail is less than the total number of 
segments in (total length of) the contending burst. If the number of seg
ments in the overlapping tail is greater than the number of segments in 
the contending burst, then the entire contending burst is dropped. This 
approach reduces the probability of a short burst preempting a longer 
burst and also minimizes the number of packets lost during contention. 

One issue that arises when the tail of a burst is dropped is that the 
header for the burst, which may be forwarded before the segmentation 
occurs, will still contain the original burst length; therefore, downstream 
nodes may not know that the burst has been truncated. If downstream 
nodes are unaware of a burst's truncation, then it is possible that the 
previously truncated tail segments will contend with other bursts, even 
though these tail segments have already been dropped at a previous 
upstream node. These contentions may result in unnecessary packet 
loss. 

If a tail-dropping policy is strictly maintained throughout the net
work, then the tail of the truncated burst will always be preempted in 
the case of a contention, and will never preempt segments of any other 
contending burst. However, for the case in which tail dropping is not 
strictly maintained, some action must be taken to avoid unnecessary 
packet losses. A simple solution is to have the truncating node generate 
and send out a trailer, or a trailing control message, to indicate to the 
downstream nodes along the path, when the truncated burst ends. The 
trailer is created electronically at the core switch where the contention 
is being resolved, and the time to create the trailer can be included in 
the offset time as being a part of the burst header processing time, 5, 
at each node. Note that the trailer is necessary only if the modified-tail 
dropping approach is adopted. If head-dropping is employed, then the 
header of the truncated burst may be updated immediately at the con
tention node. Also, if strict tail-dropping is employed, then the dropped 
tail segments will always lose the contention and will never preempt 
other segments, even at the downstream nodes along the path to the 
destination. 
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We note that , even if a trailer is created, the trailer may not be com
pletely effective in eliminating contentions with burst segments that have 
already been dropped. Fig. 5.3 shows the situation in which the trailer 
packet reaches the downstream node before the header of a contending 
burst (Burst b). As soon as the trailer packet is received, the node is 
updated with the new length of the original burst (Burst a); hence, when 
the control header of the contending burst (Burst b) arrives, the virtual 
contention is avoided. In the case of Fig. 5.4, the header of the contend
ing burst (Burst b) arrives before the trailer of the original burst (Burst 
a) at the downstream node; hence the switch detects a contention, even 
though the tail packets of the original burst have already been dropped. 
Although the trailer packet does not completely eliminate the situation 
of a virtual contention, as in the latter case, the trailer can minimize such 
situations; hence it is important to generate and transmit the trailer as 
soon as possible at the upstream node. 

An additional system parameter which has a significant effect on 
burst segmentation is the switching time. If the node does not im
plement any buffering or other delaying mechanism, the switching time 
is a direct measure of the number of packets lost while reconfiguring 
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Figure 5.5. Segmentation with deflection policy for two contending bursts. 

the switch due to a contention. Hence, a slow switching time will result 
in higher packet loss, while a fast switching time will result in lower 
packet loss. Current all-optical switches using micro-electro-mechanical 
systems (MEMS) [15, 30] technology are capable of switching on the or
der of milliseconds, while switches using semiconductor optical amplifier 
(SOA) technology are capable of switching on the order of nanosec
onds. Due to their high switching times, MEMS switches may not by 
very suitable for optical burst switching, and are more appropriate for 
circuit-switched optical networks. On the other hand, SOA switches 
have been demonstrated in laboratory experiments [31], but have yet 
to be deployed in practical systems. In our experiments, we assume an 
intermediate and more practical switching time of 10 microseconds. 

5.5 Segmentation with Deflection 
A basic extension of burst segmentation is to implement segmentation 

with deflection. Rather than dropping one of the overlapping segments 
of a burst in contention, we can either deflect the entire contending burst 
or deflect the overlapping segments of the burst to an alternate output 
port other than the intended (original) output port. This approach is 
referred to as deflection routing or hot-potato routing [21, 23, 22]. Im
plementing segmentation with deflection (Fig. 5.5) increases the proba
bility that the burst will reach the destination, and hence, may improve 
the performance. One problem which may arise is that a burst may 
encounter looping in the network or may be deflected multiple times, 
thereby wasting network bandwidth. This increased use of bandwidth 
can lead to increased contention and packet loss under high load condi
tions [25]. Due to deflection, the burst may also traverse a longer route, 
thereby increasing the total processing time. Deflection may also lead to 
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a situation in which the initial offset time is insufficient to transmit the 
data burst ail-optically without storage. In order to avoid these prob
lems, the burst will be dropped when the hop-count of the burst reaches 
a certain threshold [32-34]. 

When a burst is deflected, a deflection port must be selected. There 
may be one or many alternate deflection ports. The alternate deflec
tion ports can either be determined ahead of time using a fixed port-
assignment policy, which chooses the port based on the next shortest 
path, or determined dynamically using a load-balanced approach, which 
deflects the burst to an under-utilized link. In this chapter, we consider 
only one alternate deflection port, and choose the port which results in 
the second shortest path to the destination. 

Selection of which burst (or burst-segments) to deflect during con
tention may be done in one of two ways. The first approach is to de
flect the burst with the shorter remaining length (taking switching time 
into account). If the alternate port is busy, the burst may be dropped 
(Fig. 5.5). The second approach is to incorporate priorities into the 
burst. In this case, the lower-priority burst is deflected or segmented 
[35]. 

When combining segmentation with deflection, there are two basic ap
proaches for ordering the contention resolution policies, namely, segment-
first and deflect-first. In the segment-first policy, if the remaining length 
of the original burst is shorter than the contending burst, then the origi
nal burst is segmented and its tail is deflected. In case the alternate port 
is busy, the deflected part of the original burst is dropped. If the con
tending burst is shorter than the remaining length of the original burst, 
then the contending burst is deflected or dropped. In the deflect-first 
policy, the contending burst is deflected if the alternate port is free. If 
the alternate port is busy and if the remaining length of the original 
burst is shorter than the length of the contending burst, then the orig
inal burst is segmented and its tail is dropped. If the contending burst 
was found to be shorter, then the contending burst is dropped. 

An example of the segmentation-deflection scheme is shown in Fig. 5.5. 
Initially when the header for Burst a arrives at the switch, it is routed 
onto Output Port 1. Once the header of Burst b arrives at the switch, 
there is a contention. Since the offset time is common to all of the 
bursts, the header indicates when and where the bursts will contend. 
Therefore, by taking the switching time into consideration, and by using 
the segment-first policy, one of the bursts will deflected (or segmented 
and deflected) to the alternate port if the alternate port is free and will 
be dropped if the alternate port is not free. Here, the remaining length 
of Burst a is less than the length of Burst b. Hence, Burst a is segmented 
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and its tail is deflected to the alternate port as a new burst. A header 
is created for the deflected new burst, and is sent on Output Port 2. 
This new header is generated at the time that the header of Burst b is 
processed. A trailer is created for the segmented Burst a and is sent on 
the control channel of Output Port 1. Packets of the segmented burst are 
lost during the reconfiguration of the switch. In the policy that utilizes 
both segmentation and deflection, the processing time 8 at each node 
includes the time to create a header for the new burst segment in the 
case of a contention; hence the offset time remains the same as in the 
case of standard optical burst switching. 

A possible side-effect of segmentation with deflection is that, when 
there is a contention, the shorter remaining burst will be segmented and 
will be deflected as a new burst. Creating these new bursts may lead to 
burst fragmentation, in which there are many short bursts propagating 
through the network. These short bursts will incur higher overhead with 
respect to switching times and control overhead per burst. Furthermore, 
having a greater number of smaller bursts in the network will also in
crease the number of control packets. These additional control packets 
may overload the control plane; hence, it may be advisable to drop the 
segmented burst if the new burst length is lower than a minimum burst 
size. 

Fragmentation may be alleviated by utilizing the modified tail-drop
ping policy. In the modified tail-dropping policy, the lengths of the two 
contending bursts are compared and the smaller of the contending burst 
or the remaining part of the original burst is deflected or segmented, 
respectively. If a deflection port is unavailable, then the segments that 
lose the contention will be dropped. Thus, the short, fragmented bursts 
are more likely to be dropped, and will not significantly hinder other 
bursts. 

Another issue in deflecting bursts is maintaining the proper offset 
between the header and pay load of a deflected burst. Since the deflected 
burst must traverse a greater number of hops than if the burst had not 
been deflected, there may be a point at which the initial offset time may 
not be sufficient for the header to be processed and for the switch to 
be reconfigured before the data burst arrives to the switch. In order 
to eliminate problems associated with insufficient offset time, a number 
of different policies may be implemented. One approach is simply to 
discard the burst if the offset time is insufficient. Counter and timer-
based approaches may also be used to detect and limit the number of 
hops that a burst experiences. If the goal is to minimize packet loss, then 
the head of the burst can simply be truncated while a switch is being 
configured, and the tail segments of the burst can continue through the 
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network. Buffering approaches using fiber delay lines (FDLs) may also 
be applied; however, such approaches increase the complexity of the 
optical layer. 

Another issue when implementing segmentation and deflection is how 
to handle long bursts which may span multiple nodes simultaneously. If a 
long burst passing through two or more switches experiences contention 
from two or more different bursts at different switches, then, based on 
the timing of these contentions, the contentions may be resolved in a 
number of ways. If an upstream node segments the burst first, then 
the downstream nodes are updated by the trailer packet to eliminate 
unnecessary contentions. On the other hand, if the contention occurs at 
the downstream node before the upstream node, and if the burst's tail 
is deflected at the downstream node, then the upstream contentions will 
not be affected. If the downstream node drops the tail of the burst, then 
the upstream node will not know about the truncation and will continue 
to transmit the tail. The downstream node may send a control message 
to the upstream node in order to reduce unnecessary contentions with 
the tail at the upstream node. In the case where more than two bursts 
contend at the same switch, the contention is handled sequentially. 

One possible advantage of segmentation in optical burst-switched net
works is that it can provide an additional degree of differentiation for 
supporting different quality of service (QoS) requirements. When two 
bursts contend with one another, the burst priority can be used to de
termine which burst to segment or drop. For example, if a high priority 
burst arrives to a node and finds that a low priority burst is being 
transmitted on the desired output, then the low priority burst can be 
segmented, and its tail can be dropped in order to transmit the high pri
ority burst. On the other hand, if a low priority burst arrives to a node 
and finds a high priority burst being transmitted, then the low priority 
burst will be dropped. When combining segmentation with deflection, 
an even greater degree of differentiation may be achieved. The choice 
of whether to deflect the newly arriving contending burst, or the tail of 
the burst currently being transmitted, can be made based on priorities. 
Segmentation-based QoS schemes are studied in-detail in Chapter 7. 

We evaluate the following five different policies for handling contention 
in the OBS network: 

1. Drop Policy (DP): Drop the entire contending burst. 

2. Deflect and Drop Policy (DDP): Deflect the contending burst to the 
alternate port. If the port is busy, drop the burst. 
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3. Segment and Drop Policy (SDP): The contending burst wins the con
tention. The original burst is segmented, and its segmented tail is 
dropped. 

4. Segment, Deflect and Drop Policy (SDDP): The original burst is seg
mented, and its segmented tail may be deflected if an alternate port 
is free, otherwise the tail is dropped. 

5. Deflect, Segment and Drop Policy (DSDP): The contending burst 
is deflected to a free port if available, otherwise the original burst 
is segmented and its tail is dropped, while the contending burst is 
transmitted. 

In order to evaluate the performance of the segmentation and deflec
tion schemes, we develop a simulation model. Fig. 5.6 shows the 14-node 
NSF network on which the simulation and analytical results are applied. 
The link distances are shown in km. 

Figure 5.6. NSF network with 14 nodes (distances in km). 

The following are the important assumptions in the simulation: 

• Burst arrivals to the network are Poisson. 

• Burst length is an exponentially generated random number rounded 
to the nearest integer multiple of the fixed packet length, with an 
average burst length of 100 /is. 

• Transmission rate is 10 Gb/s. 

• Packet length is 1500 bytes. 

• Switching time is 10 fis. 

• There is no buffering or wavelength conversion at nodes. 
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Figure 5.7. Packet loss probability versus load for NSFNET at low loads with - = 
100 /is and Poisson burst arrivals. 

• Traffic is uniformly distributed over all source-destination pairs. 

• Fixed shortest path routing is used between all node pairs. 

Figure 5.7 plots the total packet loss probability versus the load for the 
different contention resolution policies. An average burst length of 100 
fis is assumed. We observe that SDP performs better than DP at all load 
conditions, and that the three policies with deflection, namely DSDP, 
SDDP, and DDP, perform better than the corresponding policies without 
deflection at low loads. DSDP performs better than SDDP and DDP at 
these loads; thus, at low loads, it is better to attempt deflection before 
segmentation. Also, at low loads DDP performs better than SDDP since 
there is no loss due to switching time in DDP. We see that policies with 
segmentation perform better than the policies without segmentation. A 
logical explanation would be that, in segmentation, on average only half 
of the packets from one of the bursts are lost when contention occurs 
(due to the exponential burst length assumption). Also, at low loads, 
there is a greater amount of spare capacity, increasing the chance of 
successful deflection. 
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Figure 5.8. Packet loss probability versus load for NSFNET at high loads with - = 
100 fis and Poisson burst arrivals. 

Figure 5.8 shows the packet-loss performance at very high loads. 
DSDP performs the best only at low loads. SDDP performs the best 
when the total load into the network is between 6 and 55 Erlang, af
ter which SDP performs equally well, if not better. DDP performs well 
only at low loads, while at very high loads DP fares better than DDP. 
We observe that, at very high loads, policies without deflection perform 
better then the policies with deflection. At high loads, deflection may 
add to the load, increasing the probability of contention, and thereby 
increasing loss. 

Figure 5.9 shows the average number of hops versus load for the dif
ferent policies. In the deflection policies, the number of deflections in
creases as the load increases, resulting in higher average hop distance 
at low loads. As the load increases further, those bursts which are fur
ther from their destination will experience more contention than those 
bursts which are close to their destination. Thus, bursts with higher 
average hop count are less likely to reach their intended destination, and 
the average hop distance will decrease as load increases. Policies with 
segmentation have higher hop count compared to their corresponding 
policies without segmentation, since the probability of a burst reaching 
its destination is higher with segmentation. 
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Figure 5.9. Average number of hops versus load for NSFNET with - = 100 fis and 
Poisson burst arrivals. 

1051 1 1 1 1 1 1 1 1 1 1 

6 0 1 1 1 _ J 1 1 1 1 1 1 1 

0 10 20 30 40 50 60 70 80 90 100 

Load (in Erlang) > 

Figure 5.10. Average output burst size versus load for NSFNET with - = 100 /is 
and Poisson burst arrivals. 
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Figure 5.10 shows the average output burst size versus load for the dif
ferent policies. The output burst size is measured over both dropped and 
successfully received bursts. Initially, the burst size decreases with in
creasing load, as there are more segmentations with the increasing num
ber of contentions. As the load increases further, the segmented bursts 
encounter more contentions, and because the segmented bursts have 
smaller size (lower priority), the segmented bursts tend to be dropped. 
The values for DP and DDP are constant for different values of load 
because the size of a burst is never altered. 

The packet loss probability versus load for different values of switch
ing time is shown in Fig. 5.11. As the switching time increases, the 
performance of SDDP decreases because a greater number of packets 
are lost during the re-configuration of the switch. On the other hand, 
DDP is not affected by the switching time and the loss remains almost 
constant. At low switching times, the results show that SDDP is better 
than the standard DDP, while at higher switching times, the standard 
DDP is better than the new SDDP because of the loss of packets during 
the switching time. 

Figure 5.11. Packet loss probability versus load at varying switching times for 
NSFNET with ± = 100/is and Poisson burst arrivals. 
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Figure 5.12. Packet loss probability versus load for NSFNET with Pareto burst 
arrivals. 

In order to capture the burstiness of data at the edge nodes, we also 
simulate Pareto burst arrivals with 100 independent traffic sources. The 
length of the burst is fixed to the average burst length in the Poisson 
case, i.e., 100 fixed-sized packets. The Hurst parameter, H is set to 
0.525. The remaining assumptions are the same. We plot the graphs for 
packet loss probability, average hop count, and output burst size versus 
load for Pareto inter-arrival time distribution and fixed-sized bursts. 

Figure 5.12 plots the total packet loss probability versus the load 
with Pareto burst arrivals, for the different contention resolution poli
cies. The results are similar to the Poisson case, except that DSDP is 
the best policy for the observed load range. We also observe that the 
policies with deflection perform better than the Poisson case due to the 
increased burstiness at the source. Deflection is a good option to avoid 
the contentions at the source. 

Figure 5.13 shows the average number of hops versus load with Pareto 
burst arrivals for the policies. Figure 5.14 shows the average output burst 
size versus load with Pareto burst arrivals, for the different policies. The 
results are similar to the Poisson case. 



76 Contention Resolution 

Figure 5.13. Average number of hops versus load for NSFNET with Pareto burst 
arrivals. 

5.6 Contention Resolution and QoS 
Contention resolution schemes may be used to provide QoS in an 

all-optical core network. In [8], an approach is introduced in which 
low-priority bursts are intentionally dropped under certain conditions in 
order to reduce loss for high-priority bursts. The scheme provides a pro
portional reduction rather than a complete elimination of high-priority 
burst losses due to contention with low-priority bursts. A limitation 
of the scheme is that it can result in the unnecessary dropping of low-
priority bursts. 

In [37], a priority-based deflection scheme is used to resolve contention 
in a photonic packet-switched network. Packets are assigned priorities, 
and the priorities are used to determine which packet to deflect or drop 
when a contention occurs. In [10], the authors have introduced a similar 
scheme for optical burst-switched networks. The scheme utilizes deflec
tion as well as burst segmentation to resolve contentions. The results 
show a fairly significant differentiation between different burst priorities 
in terms of both packet loss and delay. Furthermore, the loss of packets 
in a high-priority burst due to contention with a low-priority bursts can 
be completely eliminated (100% class isolation). 
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Figure 5.14- Average output burst size versus load for NSFNET with Pareto burst 
arrivals. 
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Chapter 6 

CHANNEL SCHEDULING 

When a burst arrives to a node, it must be assigned a wavelength on 
the appropriate outgoing link. In this problem, all-optical wavelength 
conversion is assumed to be available at each node, and the schedul
ing occurs at intermediate core nodes as well as ingress nodes. The 
primary objective in this type of scheduling is to minimize the "gaps" 
in each channel's schedule, where a gap is the idle space between two 
bursts which are transmitted over the same output wavelength. Channel 
scheduling in OBS networks is different from traditional IP scheduling, 
since, in IP, each core node stores the packets in electronic buffers and 
schedules them on the desired output port. In OBS, once a burst ar
rives at a core node, it must be sent to the next node without storing 
the burst in electronic buffers. We assume that each OBS core node 
supports full-optical wavelength conversion. 

When a BHP arrives at a core node, a channel scheduling algorithm 
is invoked to assign the unscheduled burst to a data channel on the 
outgoing link. The channel scheduler obtains the burst arrival time and 
duration of the unscheduled burst from the BHP. The algorithm may 
need to maintain the latest available unscheduled time (LAUT) or the 
horizon, gaps, and voids on every outgoing data channel. Traditionally, 
the LAUT of a data channel is the earliest time at which the data channel 
is available for an unscheduled data burst to be scheduled. A gap is 
the time difference between the arrival of the unscheduled burst and 
ending time of the previously scheduled burst. A void is the unscheduled 
duration (idle period) between two scheduled bursts on a data channel. 
For void filling algorithms, the starting and the ending time for each 
burst on every data channel must also be maintained. 
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The following information is used by the scheduler for most of the 
scheduling algorithms: 

- Lfci Unscheduled burst length duration. 

- tub
m. Unscheduled burst arrival time. 

- W: Maximum number of outgoing data channels. 

- JV&: Maximum number of data bursts scheduled on a data channel. 

- Df. ith outgoing data channel. 

- LAUTf. LAUT of the ith data channel, i = 1,2,..., W, for non-void 
filling scheduling algorithms. 

- S(ij) and E(ijy. Starting and ending times of each scheduled burst, 
j , on every data channel, i, for void filling scheduling algorithms. 

- Gapi: If the channel is available, gap is the difference between tub 
and LAUTi for scheduling algorithms without void filling, and is the 
difference between t^b and EUJ\ of previous scheduled burst, j , for 
scheduling algorithms with void filling. If the channel is busy, Gapi 
is set to 0. Gap information is useful to select a channel for the case 
in which more than one channel is free. 

Data channel scheduling algorithms can be broadly classified into two 
categories: with and without void filling. The algorithms primarily differ 
based on the type and amount of state information that is maintained 
at a node about every channel. In data channel scheduling algorithms 
without void filling, the LAUTi on every data channel D{, i — 0,1, . . . , W, 
is maintained by the channel scheduler. In void filling algorithms, the 
starting time, S^j) and ending time, E^^ are maintained for each burst 
on every data channel, where, i — 0,1,. . . , W, is the ith data channel and 
j = 0,1,. . . , JVfc, is the j t h burst on channel i. 

Let the initial data channel assignment for the channel scheduling 
algorithms without void filling and with void filling be as shown in 
Fig. 6.1(a) and (b), respectively. In Fig. 6.1(a), the LAUTi on every 
data channel 1? ,̂ i = 0,1,...,W, is maintained by the scheduler. In 
Fig. 6.1(b), the starting time, S^j) and the ending time, E^jy where 
i refer to the ith data channel and j is the j t h burst on channel i, are 
maintained for each burst on every output data channel. In the follow
ing subsections, we will describe traditional non-void filling scheduling 
algorithms, such as First Fit Unscheduled Channel (FFUC) and Lat
est Available Unscheduled Channel (LAUC), and traditional void-filling 
scheduling algorithms, such as First Fit Unscheduled Channel with Void 
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Figure 6.1. Initial data channel status (a) without void filling (b) with void filling. 

Filling(FFUC-VF) and Latest Available Unscheduled Channel with Void 
Filling (LAUC-VF). 

First Fit Unscheduled Channel (FFUC): 
The FFUC scheduling algorithm keeps track of the LAUT (or horizon) 

on every data channel. A wavelength is considered for each arriving burst 
when the unscheduled time (LAUT) of the data channel is less then the 
burst arrival time. The FFUC algorithm searches all the channels in a 
fixed order and assigns the first available channel for the new arriving 
burst. The primary advantage of FFUC is the simplicity of the algorithm 
and that the algorithm needs to maintain only one value (LAUTi) for 
each channel. The FFUC algorithm can be illustrated in Fig. 6.2(a). 
Based on the LAUTi, data channels Di and D2 are available for the 
duration of the unscheduled burst. If the channels are ordered based 
on the index of the wavelengths (£)0, Du . . . , Dw)-> the arriving burst 
is scheduled on outgoing data channel Dx. The time complexity of the 
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Figure 6.2. Channel assignment after using (a) non void filling algorithms (FFUC 
and LAUC), and (b) void filling algorithms (FFUC-VF and LAUC-VF). 

FFUC algorithm is 0(logW). The primary drawback of FFUC is the 
high burst dropping probability as a trade-off for simplicity in scheduling. 
The following algorithms aim at reducing the burst dropping probability 
at the expense of increased algorithm complexity. 

Horizon or Latest Available Unscheduled Channel (LAUC): 
The LAUC or Horizon [1] scheduling algorithm keeps track of the 

LAUT (or horizon) on every data channel and assigns the data burst 
to the latest available unscheduled data channel. The LAUC algorithm 
can be illustrated in Fig. 6.1(a). Based on the LAUTi, data channels Dx 

and D2 are available for the duration of the unscheduled burst. Also, 
we observe that Gapi > Gap2\ thus, the arriving burst is scheduled 
on outgoing data channel with the minimum gap, i.e., D2. The time 
complexity of the LAUC algorithm is 0(log W). 

First Fit Unscheduled Channel with Void Filling (FFUC-
VF): 
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The FFUC-VF scheduling algorithm maintains the starting and end
ing times for each scheduled data burst on every data channel. The 
goal of this algorithm is to utilize voids between two data burst assign
ments. The first channel with a suitable void is chosen. The FFUC-VF 
algorithm is illustrated on Fig. 6.1(b). Based on the Sij and E{j1 all 
the data channels Do, J?i, £>2, and D% are available for the duration of 
the unscheduled burst. If the channels are ordered based on the index 
of the wavelengths (DQ, D\, . . . , Dyy), the arriving burst is scheduled 
on outgoing data channel DQ. If Nb is the number of bursts currently 
scheduled on every data channel, then a binary search algorithm can be 
used to check if a data channel is eligible. Thus, the time complexity of 
the LAUC-VF algorithm is 0(log(WNb)). 

Latest Available Unscheduled Channel with Void Filling 
(LAUC-VF): 

The LAUC-VF [2] scheduling algorithm maintains the starting and 
ending times for each scheduled data burst on every data channel. The 
goal of this algorithm is to utilize voids between two data burst assign
ments. The channel with a void that minimizes the gap is chosen. The 
LAUC-VF algorithm is illustrated on Fig. 6.1(b). Based on the Sij and 
Eij, all the data channels D$, Di, Z?2, and D% are available for the 
duration of the unscheduled burst. Also, we observe that D3 had the 
least gap Gaps] thus, the arriving burst is scheduled on D3. If Nb is 
the number of bursts currently scheduled on every data channel, then a 
binary search algorithm can be used to check if a data channel is eligible. 
Thus, the time complexity of the LAUC-VF algorithm is 0(log(WNb)). 

Recently, researcher have proposed several optimizations for the above 
described scheduling algorithms. In [3], a Minimizing Voids Unscheduled 
Channel (MVUC) algorithm proposes with the objective of minimizing 
voids generated by arriving bursts at each core node. In the proposed 
scheduling algorithm, when the burst which has arrived at optical core 
router at a certain time can be transmitted in some data channels by 
using the unused data channel capacity, the MVUC algorithm selects 
the data channel in which the newly generated void after scheduling 
the arriving burst becomes minimum. The authors conclude through 
computer simulations that the MVUC performs better than LAUC-VF 
in terms data loss. 

[4] proposes the Minimum Starting Void (Min-SV) algorithm for se
lecting channels for incoming data bursts. The advantage of Min-SV 
is that it has the same scheduling criteria as LAUC-VF. However, the 
data structure of Min-SV is constructed by augmenting a balanced bi
nary search tree. By constructing this tree, Min-SV achieves a loss rate 
as low as LAUC-VF and processing time as low as Horizon (LAUC). 
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The Look-ahead Window (LAW) [5] or a Group-based Scheduling 
algorithm [6], takes advantage of the separation between the data bursts 
and the burst header packets (offset time). By receiving BHPs one 
offset time prior to their corresponding data bursts, it is possible to 
construct a lookahead window. The authors believe that such a collective 
view of multiple BHPs results in more efficient decisions with regard to 
which incoming bursts should be discarded or reserved. Also, the use of 
FDLs for any lost time in the offset, due to the creating of a window is 
suggested. 

There has also been substantial work on scheduling using FDLs in 
OBS [13-1, 8]. In the following sections, we described several scheduling 
algorithms that are based on burst segmentation [9], with and without 
FDLs. We shown that these algorithms can achieve significantly lower 
loss than all the above scheduling algorithms [10, 11]. 

6.1 Segmentation-Based Channel Scheduling 
In this chapter, we consider an OBS network where each WDM link 

consists of control channels used to transmit BHPs, and data channels 
used to transmit data bursts. We also assume that every channel consists 
of a wavelength and that each OBS core router has wavelength conver
sion capability. We address the important issue of scheduling data bursts 
onto outgoing data channels at every OBS core router. 

When a BHP arrives at a node, a channel scheduling algorithm is 
invoked to assign the unscheduled burst to a data channel on the out
going link. The channel scheduler obtains the burst arrival time and 
duration of the unscheduled burst from the BHP. The algorithm may 
need to maintain the latest available unscheduled time (LAUT) or the 
horizon, gaps, and voids on every outgoing data channel. Traditionally, 
the LAUT of a data channel is the earliest time at which the data chan
nel is available for an unscheduled data burst to be scheduled. A gap 
is the time difference between the arrival of the unscheduled burst and 
ending time of the previously scheduled burst. A void is the unsched
uled duration between two scheduled bursts on a data channel. For void 
filling algorithms, the starting and the ending time for each burst on 
every data channel must also be maintained. 

The scheduling algorithm must find an available data channel on the 
appropriate output port for each incoming burst in a manner which is 
quick and efficient, and which minimizes data loss. In order to minimize 
data loss, the scheduling algorithm may use one or more contention 
resolution techniques. Traditional data channel scheduling algorithms 
are classified into two categories, namely non-void filling algorithms 
and void-filling algorithms. Non-void filling algorithms include first fit 
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unscheduled channel (FFUC) and latest available unscheduled channel 
(LAUC)[1]. Void filling algorithms include first fit unscheduled chan
nel with void filling (FFUC-VF) and latest available unscheduled chan
nel with void filling (LAUC-VF) [13]. The performance of scheduling 
algorithms can be enhanced by using optical buffering (FDLs), wave
length converters, and deflection routing techniques for resolving burst 
contentions [1, 13, 8, 12-14]. However, these contention resolution tech
niques drop the burst completely if they fail to resolve the contention. 
Instead of dropping the burst in its entirety, it is possible to drop only 
the overlapping parts of a burst using the burst segmentation technique. 

Due to the inherent property of segmentation, the segmentation-based 
channel scheduling algorithms can be either non-preemptive or preemp
tive. In the non-preemptive approach, existing channel assignments 
are not altered, while in preemptive scheduling algorithms, an arriving 
unscheduled burst l may preempt existing data channel assignments, 
and the preempted bursts (or burst segments) may be rescheduled or 
dropped. 

The advantage of a non-preemptive approach is that the BHP of the 
segmented unscheduled burst can be immediately updated with the cor
responding change in the burst length and arrival time (offset time). 
Also, in non-preemptive channel scheduling algorithms, once a burst is 
scheduled on the output port, it is guaranteed to be transmitted without 
being further segmented. The advantage of the preemptive approach 
can be observed while incorporating QoS into channel scheduling. In 
this case, a higher priority unscheduled burst can preempt an already 
scheduled lower priority data burst. 

In order to implement a non-preemptive scheme, we need to use head 
dropping on the unscheduled burst for non-void-filling-based scheduling 
algorithms. We also need the ability to drop both the head and tail of an 
unscheduled burst for void-filling-based scheduling algorithms. In order 
to implement preemptive schemes, we need to use tail dropping on the 
scheduled burst for non-void-filling-based scheduling algorithms, and we 
may need to drop both the head and the tail of overlapping scheduled 
bursts for void-filling-based scheduling algorithms. In the void filling 
case, if the unscheduled burst overlaps more than two bursts, then we 
resolve one contention at a time. 

In order to handle contentions during channel scheduling, several ex
isting algorithms have been modified to work in conjunction with fiber 
delay lines (FDLs). For example, if the overlap of contention on one of 

1 Bursts which have been assigned a data channel are referred as the scheduled bursts, and 
the burst which arrives to the node waiting to be scheduled as the unscheduled burst. 
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Figure 6.3. Block diagram of an OBS core node. 

the data channels is minimal, FDLs may be used to shift the burst by the 
duration of the overlap, and hence the burst may be successfully sched
uled on an outgoing data channel. In [13], the LAUC and LAUC-VF 
scheduling algorithms have been discussed in conjunction with FDLs. 
The authors also talk about the dimensioning of FDL buffers. Although 
the use of FDLs in scheduling reduces the packet loss probability, FDLs 
introduce a per-hop delay that can affect the end-to-end delay of the 
data transmitted. 

In the rest of this chapter, we study segmentation-based non-preemp
tive scheduling algorithms with and without FDLs for OBS networks. 
We compare these non-preemptive scheduling algorithms with existing 
scheduling algorithms in terms of packet loss performance. 

6.2 OBS Core Node Architecture 
Figure 6.3 shows a typical architecture of an optical burst-switched 

node, where optical data bursts are received and sent to the neighboring 
nodes through physical fiber links. The architecture consists primarily 
of wavelength converters, variable FDLs, an optical space switch, and 
a switch control module. We assume that all the header packets incur 
a fixed processing time at every intermediate node. The switch control 
module processes the BHPs and sends the control information to the 
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switching fabric to configure the wavelength converters, space switch, 
and broadcast and select switch for the associated data burst. It is 
important to note that the arrangement of the key components depends 
on the architecture of OBS node considered. A number of different OBS 
node architectures are possible using FDLs as optical buffers. 

Two OBS node architectures with FDLs are considered for realiz
ing the segmentation-based scheduling algorithms. The architecture in 
Fig. 6.4(a) shows an input-buffered OBS node with FDLs dedicated to 
each input port, while Fig. 6.4(b) shows an output-buffered OBS node 
with FDLs dedicated to each output port. 

In the input-buffered OBS node architecture shown in Fig. 6.4(a), 
each input port is equipped with an FDL buffer containing N delay 
lines. The input-buffered architecture supports the delay-first scheduling 
algorithms. The n data channels are demultiplexed from each input fiber 
link and are passed through wavelength converters whose function is to 
convert the input wavelengths to wavelengths that are used within the 
FDL buffers. The use of different wavelengths in the FDL buffers and on 
the output links helps to resolve contentions among multiple incoming 
data bursts competing for the same FDL and the same output link. In 
the design of FDL buffers, we can have fixed delay FDL buffers, variable 
delay FDL buffers, or a mixture of both. In this work, we follow the 
architecture with variable delay FDL buffers. 

In the output-buffered OBS node architecture, shown in Fig. 6.4(b), 
the FDL buffers are placed after the switch fabric. The output-buffered 
architecture supports the segment-first scheduling algorithms. The input 
wavelength converters are used to convert the input wavelengths to the 
wavelengths that are used within the switching fabric. The functions 
of the output wavelength converters are the same as described in the 
input-buffer FDL architecture. 

In this chapter, we only consider the above described per-port FDL 
architecture. In order to minimize switch cost, a per-node FDL archi
tecture can be adopted, in which a single set of FDLs can be used for 
all the ports in a node. This lowering of switch cost results in lower 
performance with respect to packet loss due to increased contention for 
FDLs. 

6.3 Segmentation-Based Non-Preemptive 
Scheduling Algorithms 

The algorithm may need to maintain several channel information such 
as, the latest available unscheduled time (LAUT) or the horizon, the 
gaps, and the voids on every outgoing data channel. The following in
formation is used by the scheduler for all the scheduling algorithms: 
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- L5: Unscheduled burst length duration. 

- tub'. Unscheduled burst arrival time. 

- W: Maximum number of outgoing data channels. 

- N^: Maximum number of data bursts scheduled on a data channel. 

- Df. ith outgoing data channel. 

- LAUTf. LAUT of the ith data channel, i = 1,2,..., W, for non-void 
filling scheduling algorithms. 

- S^j) and E(ijy. Starting and ending times of each scheduled burst, 
jf, on every data channel, i, for void filling scheduling algorithms. 

- Gapii If the channel is available, gap is the difference between tub 
and LAUTi for scheduling algorithms without void filling, and is the 
difference between tub and ifyj) of previous scheduled burst, j , for 
scheduling algorithms with void filling. 

If the channel is busy, Gapi is set to 0. Gap information is useful to 
select a channel for the case in which more than one channel is free. 

- Overlaps Duration of overlap between the unscheduled burst and 
scheduled burst (s). Overlap is used in non-void filling channel schedul
ing algorithms. The overlap is zero if the channel is available, other
wise the overlap is the difference between LAUTi and tub. 

- LosS{\ Number of packets dropped due to the assignment of the un
scheduled burst on ith data channel. The primary goal of all schedul
ing algorithms is to minimize loss; hence, loss is the primary factor 
for choosing a data channel. In case the loss on more than one chan
nel is the same, then other channel parameters are used to reach a 
decision on the selection of data channel. 

- Void(iiky. Duration of kth void on ith data channel. This information 
is relevant to void filling algorithms. A void is the duration between 
the 5(ij+i) and -E(ij) on a data channel. Void information is useful 
in selecting a data channel in case more than one channel is free. 

6.3.1 Non-preemptive Minimum Overlap Channel 
(NP-MOC): 

NP-MOC algorithm is an improvement of the existing LAUC schedul
ing algorithm. The NP-MOC scheduling algorithm keeps track of the 
LAUT on every data channel. For a given unscheduled burst, the 
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Figure 6.5. Initial data channel assignment using a) non-void filling and b) void 
filling scheduling. 

scheduling algorithm considers all outgoing data channels and calcu
lates the overlap on every channel and chooses the data channel with 
minimum overlap, case we find more 

For example, applying the NP-MOC algorithm to the example in 
Fig. 6.5(a), we see that data channel D2 has the minimum loss, and 
the unscheduled burst is scheduled on D2 (Fig. 6.6(a)). Here, only the 
overlapping segments of the unscheduled burst are dropped instead of 
the entire unscheduled burst as in the case of LAUC. The time complex
ity of the NP-MOC algorithm is 0{\ogW). 

6.3.2 Non-preemptive Minimum Overlap Channel 
with Void Filling (NP-MOC-VF): 

The NP-MOC-VF scheduling algorithm maintains starting and end
ing times of each data burst on every data channel. The goal is to 
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Figure 6.6. Illustration of non-preemptive (a) NP-MOC scheduling algorithm, and 
(b) NP-MOC-VF scheduling algorithm. 

utilize voids between data burst assignments on every da ta channel. 
The da ta channel with a void that minimizes the Gapi is chosen in case 
of more than one available channel. If no channel is free, the channel 
with minimum loss is assigned to the unscheduled burst, are given be
low. For example, applying the NP-MOC-VF algorithm to the example 
in Fig. 6.5(b), we see that data channel DQ has the minimum overlap, 
and the unscheduled burst is scheduled on D0 (Fig. 6.6(b)). Here, only 
the overlapping segments of the unscheduled burst are dropped instead 
of the entire unscheduled burst as in the case of LAUC-VF. The time 
complexity of the NP-MOC-VF algorithm is 0{\og(WNb)). 

Table 6.1 compares all the traditional and proposed channel schedul
ing algorithms in terms of time complexity and the amount of state 
information stored. We observe that the time complexity of the non-
void filling algorithms is less than that of the void filling algorithms. 
Also, void filling algorithms, such as LAUC-VF and NP-MOC-VF, store 
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Table 6.1. Comparison of Segmentation-based Non-preemptive Scheduling Algo
rithms 

J Algorithm 

I LAUC 
LAUC-VF 
NP-MOC 

1 NP-MOC-VF 

Time Complexity 

0 (log WO 
0(log(WNb)) 

0 (log W) 
0{\og(WNb)) 

State Information | 

LAUTi, Gapi 1 

S(i,j), E(i,j)> Gapi 1 
LAUTU Gapi 

S(jJ)> Efaj), Gapi 1 

more state information as compared to non-void filling algorithms, such 
as LAUC and NP-MOC. 

6.4 Segmentation-Based Non-Preemptive 
Scheduling Algorithms with FDLs 

There has been substantial work on scheduling using FDLs in OBS 
[13-1, 8]. In this section, we describe a number of segmentation-based 
non-preemptive scheduling algorithms incorporating FDLs. Based on 
the two FDL architectures presented in Section6.2, we have two fami
lies of scheduling algorithms. Scheduling algorithms based on the input-
buffer FDL node architecture are called delay-first scheduling algorithms, 
while scheduling algorithms based on the output-buffer FDL node archi
tecture are called segment-first scheduling algorithms. In both schemes, 
we assume that full wavelength conversion, FDLs, and segmentation 
techniques are used to resolve burst contention for an output data chan
nel. However, the order of applying the above techniques depends on 
the FDL architecture. In delay-first schemes, we resolve contention by 
FDLs, wavelength conversion, and segmentation, in that order, while in 
segment-first schemes, we resolve contention by wavelength conversion, 
segmentation, and FDLs, in that order. Before going on to the detailed 
description of the schemes, it is necessary to discuss the motivation for 
developing two different schemes. In delay-first schemes, FDLs are pri
marily used to delay the entire burst, while in segment-first schemes, 
FDLs are primarily used to delay the segmented bursts. Delaying the 
entire burst and then segmenting the burst keeps the packets in order; 
however, when delaying segmented bursts, packet order is not always 
maintained, of FDLs. If In general, segment-first schemes will incur 
lower delays than delay-first schemes. In both the schemes, the sched-
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Figure 6.7. Illustration of (a) NP-DFMOC algorithm, and (b) NP-DFMOC-VF al
gorithm. 

uler has to additionally know MAXJDELAY, i.e., the maximum delay 
provided by the FDLs. 

We will now describe the segmentation-based non-preemptive schedul
ing algorithms which use segmentation, wavelength conversion, and FDLs. 

6.4.1 Delay-First Scheduling Algorithms 
N o n - p r e e m p t i v e Delay-Firs t M i n i m u m Over lap Channe l ( N P -

D F M O C ) : 
The NP-DFMOC algorithm calculates the overlap on every channel 

and then selects the channel with minimum overlap. If a channel is avail
able, then the unscheduled burst is scheduled on the free channel with 
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the minimum gap. If all channels are busy and the minimum overlap is 
greater than or equal to the sum of the unscheduled burst length and 
MAXJDELAY, then the entire unscheduled burst is dropped. Other
wise, the unscheduled burst is delayed for the duration of the minimum 
overlap and scheduled on the selected channel. In case the minimum 
overlap is greater than MAX_DELAY, the unscheduled burst is de
layed for MAXJDELAY and the non-overlapping burst segments of 
the unscheduled burst is scheduled, while the overlapping burst seg
ments are dropped. For example, in Fig. 6.7(a), the data channel D2 
has the minimum overlap, thus the unscheduled burst is scheduled on 
D2 after providing a delay using FDLs. 

Non-Preemptive Delay-First Minimum Overlap Channel with 
Void Filling (NP-DFMOC-VF): 
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The NP-DFMOC-VF algorithm calculates the delay until the first 
void on every channel and then selects the channel with minimum delay. 
If a channel is available, the unscheduled burst is scheduled on the free 
channel with minimum gap. If all channels are busy and the starting time 
of the first void is greater than or equal to the sum of the end time, Ea, of 
the unscheduled burst and MAX .DELAY, then the entire unscheduled 
burst is dropped, length and MAXJDELAY, Otherwise, the unsched
uled burst is delayed until the start of the first void on the selected 
channel, where the non-overlapping burst segments of the unscheduled 
burst are scheduled, while the overlapping burst segments are dropped. 
In case the start of the first void is greater than the sum of the start 
time, 5 a , of the unscheduled burst and MAX.DELAY, then the un
scheduled burst is delayed for MAX.DELAY and the non-overlapping 
burst segments of the unscheduled burst are scheduled, while the over
lapping burst segments are dropped. For example, consider Fig. 6.7(b). 
By applying the NP-DFMOC-VF algorithm, the data channel Do has 
the minimum delay, thus the unscheduled burst is scheduled on DQ after 
delaying the burst using FDLs. In this case, only the overlapping seg
ments of the burst are dropped instead of the entire burst as in the case 
of LAUC-VF. 

6.4.2 Segment-First Scheduling Algorithms 

Non-preemptive Segment-First Minimum Overlap Channel 
(NP-SFMOC): 

The NP-SFMOC algorithm calculates the overlap on every channel 
and then selects the data channel with minimum overlap. If a channel 
is available, the unscheduled burst is scheduled on the free channel with 
the minimum Gapi. If all channels are busy and the minimum overlap 
is greater than or equal to the sum of the unscheduled burst length and 
MAXJDELAY, then the entire unscheduled burst is dropped. Other
wise, the unscheduled burst is segmented (if necessary) and the non-
overlapping burst segments are scheduled on the selected channel, while 
the overlapping burst segments are re-scheduled. Next, the algorithm 
calculates the overlap on all the channels for the re-scheduled burst seg
ments. The re-scheduled burst segments are delayed for the duration of 
the minimum overlap and scheduled on the selected channel. In case the 
minimum overlap is greater than MAX .DELAY, then the re-scheduled 
burst segments are delayed for MAX.DEL AY and the non-overlapping 
burst segments of the re-scheduled burst segments are scheduled, while 
the overlapping burst segments are dropped. For example, in Fig. 6.8(a), 
we observe that the data channel D2 has the minimum overlap for the 
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unscheduled burst, thus the unscheduled burst is scheduled on £>2, and 
the re-scheduled burst segments are scheduled o n D i . 

Non-preemptive Segment-First Minimum Overlap Channel 
with Void Filling (NP-SFMOC-VF): 

The NP-SFMOC-VF algorithm calculates the loss on every channel 
and then selects the channel with minimum loss. If a channel is available, 
the unscheduled burst is scheduled on the free channel with minimum 
gap. If all channels are busy and the starting time of the first void is 
greater than or equal to the sum of the end time, Ea, of the unscheduled 
burst and MAXJDELAY, then the entire unscheduled burst is dropped. 
If the starting time of the first void is greater than or equal to the end 
time, Ea, of the unscheduled burst, the NP-DFMOC-VF algorithm is 
employed. 

Otherwise, the unscheduled burst is segmented (if necessary) and the 
non-overlapping burst segments are scheduled on the selected channel, 
while the overlapping burst segments are re-scheduled. For the re
scheduled burst segments, the algorithm calculates the delay required 
until the start of the next void on every channel and selects the channel 
with minimum delay. The re-scheduled burst segments are delayed until 
the start of the first void on the selected channel. The non-overlapping 
burst segments of the re-scheduled burst are scheduled, while the over
lapping burst segments are dropped. In case the start of the next 
void is greater than the sum of the start time, 5 a , of the unscheduled 
burst and MAX .DELAY, the re-scheduled burst segments are delayed 
for MAX-DELAY and the non-overlapping burst segments of the re
scheduled burst are scheduled, while the overlapping burst segments are 
dropped. For example, in Fig. 6.8(b), we observe that the data chan
nel JDQ has the minimum loss, thus the unscheduled burst is scheduled 
on Do, and the unscheduled burst segments are scheduled on D% (as it 
incurs the minimum delay) after providing a delay using FDLs. 

Table 6.2 compares all of the discussed segmentation-based non-pre
emptive channel scheduling algorithms with FDLs in terms of time com
plexity and the amount of state information stored. We can observe that 
the time complexity of the non-void filling algorithms is less than the 
void filling algorithms. Also, void filling algorithms, such as, LAUC-VF, 
NP-DFMOC-VF, and NP-SFMOC-VF, store more state information as 
compared to non-void filling algorithms, such as LAUC, NP-DFMOC, 
and NP-SFMOC. 

6.5 Numerical Results 
In order to evaluate the performance of the proposed channel schedul

ing algorithms, a simulation model is developed. Burst arrivals to the 
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Table 6.2. Comparison of Segmentation-based Non-preemptive Scheduling Algo
rithms with FDLs 

1 Algorithm 

1 LAUC 
LAUC-VF 

NP-DFMOC 
NP-DFMOC-VF 

NP-SFMOC 
1 NP-SFMOC-VF 

Time Complexity 

0 (log W) 
0(log(WNb)) 

0 (log WO 
0(log(WNb)) 

0 (log WO 
0(log(WNb)) 

State Information | 

LAUTi, Gapi 1 

S(i,j)> ^(i , j )) Gapi 1 
LAUTi, Gapi 

S(i,j), E(i,j)> Gapi 1 
LAUTi, Gapi 

S(jj)i E(ij), Gapi 1 

network are Poisson, andeach burst length is an exponentially generated 
random number rounded to the nearest integer multiple of the fixed-
sized packet length of 1250 bytes. The average burst length is 100 fis. 
The link transmission rate is 10 Gb/s. Current switching technologies 
provide us with a range of switching times from a few ms (MEMS) [15] 
to a few ns (SOA-based) [16]. We assume a conservative switch recon
figuration time of 10 /is. The burst header processing time at each node 
depends on the architecture of the scheduler and the complexity of the 
scheduling algorithm. Based on current CPU clock speeds and a con
servative estimate of the number of instructions required, we assume 
burst header processing time to be 2.5 /is. We know that in any optical 
buffer architecture, the size of the buffers is severely limited, not only 
by signal quality concerns, but also by physical space limitations. To 
delay a single burst for 1 ms requires over 200 km of fiber. Due to this 
size limitation of optical buffers, we consider a maximum FDL delay of 
0.01 ms. Traffic is uniformly distributed over all sender-receiver pairs. 
Fixed minimum-hop routing is used to find the path between all node 
pairs. All the simulation are implemented on the standard 14-node NSF 
network shown in Fig. 6.9, where link distances are in km. 

Figure 6.10(a) plots the total packet loss probability versus load for 
different channel scheduling algorithms, with 8 data channels on each 
link. We observe that the segmentation-based channel scheduling algo
rithms perform significantly better than algorithms without segmenta
tion. The proposed segmentation-based scheduling algorithms perform 
better than the algorithms without segmentation because, when con
tention occurs, only the overlapping packets from one of the bursts are 
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Figure 6.9. 14-Node NSF Network. 

lost instead of the entire burst. We see that NP-MOC suffers lower 
loss as compared to LAUC. Also, NP-MOC-VF performs better than 
LAUC-VF. We can also observe that NP-MOC and NP-MOC-VF are 
the best algorithms without and with void filling respectively. Also, the 
algorithms with void filling perform better than algorithms without void 
filling as expected. Note that the plots are in log scale. At a total net
work input load of 5 Erlang, NP-MOC performs 70% better that LAUC 
and NP-MOC-VF performs 63% better than LAUC-VF. 

Figure 6.10(b) plots the average end-to-end delay versus load for 
different channel scheduling algorithms, with 8 data channels on each 
link. We observe that the segmentation-based channel scheduling algo
rithms have higher average end-to-end packet delay than existing chan
nel scheduling algorithms without segmentation. The higher delay for 
scheduling algorithms with segmentation is due to the higher probability 
of a successful transmission between source-destination pairs which are 
farther apart, while in traditional scheduling algorithms the entire burst 
is dropped in case of a contention; hence, source-destination pairs close 
to each other have a higher probability of making a successful trans
mission, which results in lower average end-to-end packet delay. We 
see that the NP-MOC algorithm has higher delay than the LAUC al
gorithm. Also, the NP-MOC-VF algorithm has higher delay than the 
LAUC-VF algorithm. We can also observe that LAUC has the least 
average end-to-end packet delay among all the algorithms. 

Figure 6.11(a) plots the total packet loss probability versus load for 
different channel scheduling algorithms with FDLs. We observe that 
the channel scheduling algorithms with burst segmentation perform bet
ter than algorithms without burst segmentation at most loads. Also, 
the delay-first algorithms have lower loss as compared to the segment-
first algorithms. This behavior is due to the possible blocking of the 
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Figure 6.10. (a) Packet loss probability versus load, and (b) average end-to-end delay 
versus load for different scheduling algorithms with 8 data channels on each link, for 
the NSF network. 
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re-scheduled burst segment by the recently scheduled non-overlapping 
burst segment in the segment-first algorithms. The loss obtained by 
delay-first algorithms is the lower bound on delay for the segment-first 
algorithms. We observe that at any given load, the NP-DFMOC and NP-
DFMOC-VF algorithms perform the best, since the unscheduled burst 
is delayed first; and in the case where there is still a contention, the 
burst is segmented and only the overlapping burst segment is dropped. 
The segment-first algorithms lose a number of packets proportional to 
the switching time every time there is a contention, while the LAUC and 
LAUC-VF algorithms delay the burst in case of a contention and sched
ule the burst if the channel is free after the provided delay. Hence, at 
low loads, LAUC-VF performs better than NP-SFMOC-VF, and, as the 
load increases, NP-SFMOC-VF performs better. Therefore a substantial 
gain is achieved by using segmentation and FDLs. 

Figure 6.11(b) plots the average per-hop FDL delay versus load for 
different channel scheduling algorithms. We observe that the delay-first 
algorithms have higher per-hop FDL delay as compared to the segment-
first algorithms, since FDLs are the primary contention resolution tech
nique in the delay-first algorithms, and segmentation is the primary 
contention resolution technique in the segment-first algorithms. We also 
observe that the per-hop FDL delay of void filling algorithms is lower 
than the delay for non-void filling algorithms, since the scheduler can 
of assign the arriving bursts to closer voids that incur lower FDL delay 
as compared to scheduling the bursts at the end of the horizon (LAUT) 
in the case of non-void filling algorithms, contention; Hence, we can 
carefully choose either delay-first or segment-first schemes based on loss 
and delay tolerances of input IP packets. 

When a high MAX .DELAY value is used, algorithms which use 
FDLs as the primary contention resolution technique, such as LAUC, 
LAUC-VF, NP-DFMOC, NP-DFMOC-VF, outperform the algorithms 
which use segmentation as the primary contention resolution technique, 
such as NP-SFMOC, NP-SFMOC-VF [10]. 

In this chapter, we considered burst segmentation and FDLs with 
wavelength conversion for burst scheduling in optical burst-switched net
works, and we discussed a number of data channel scheduling algorithms 
for optical burst-switched networks. The segmentation-based schedul
ing algorithms perform better than the existing scheduling algorithms 
with and without void filling in terms of packet loss. We also introduced 
two categories of scheduling algorithms based on the FDL architecture. 
The delay-first algorithms are suitable for transmitting packets which 
have higher delay tolerance and strict loss constraints, segment-first al
gorithms are suitable for transmitting packets which have higher loss 
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tolerance and strict delay constraints. An interesting area of future 
work would be to implement the preemptive scheduling algorithms for 
providing QoS support in the optical burst-switched networks. 
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Chapter 7 

QUALITY OF SERVICE 

A significant issue for next-generation networks is the ability to sup
port a wide range of services for different types of applications. In order 
to support these services, the network must be able to provide guaran
tees as well as differentiation with respect to parameters such as loss 
and delay. This chapter focuses on the problem of providing quality of 
service (QoS) in OBS networks. 

In general, QoS can be provided in OBS networks by introducing dif
ferentiation at some point in the network. Typical approaches for differ
entiation include differentiated offset times, differentiated contention res
olution policies, differentiated burst assembly, and differentiated schedul
ing. 

There are two basic models for QoS: relative QoS and absolute QoS. 
In the relative QoS model, the performance of each class is not defined 
quantitatively in absolute terms. Instead, the QoS of one class is defined 
relative to other classes. For example, a burst of high priority is guaran
teed to experience lower loss probability than a burst of lower priority. 
However, the loss probability of a high-priority traffic still depends on 
the traffic load of lower-priority traffic; and no upper bound on the loss 
probability is guaranteed for the high-priority traffic. 

The absolute QoS model provides a worst-case QoS guarantee to ap
plications. This kind of hard guarantee is essential to support applica
tions with delay and bandwidth constraints. Moreover, from a service 
provider's point of view, the absolute QoS model is preferred in order to 
ensure that each user receives an expected level of performance. Efficient 
admission control and resource provisioning mechanisms are needed to 
support the absolute QoS model. 
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QoS models can also be classified based on the degree of isolation 
between the different traffic classes. In an isolated model, the perfor
mance of the high-priority traffic is independent of the low-priority traf
fic. While, in a non-isolated model, the performance of the high-priority 
traffic is dependent on the low-priority traffic. The degree of isolation 
can be selected ahead of time and can be satisfied using different tech
niques. 

In IP networks, many queuing disciplines have been developed in order 
to provide QoS differentiation. Priority queuing (PQ) is a relative differ
entiation scheme that stores the packets into prioritized queues at each 
hop, and schedules packets onto an output port only if all packet queues 
of higher priority are empty. Weighted fair queuing [1] computes virtual 
finishing time for each packet at the head of each session queue, and 
transmits the packet with the smallest virtual finishing time. Weighted 
fair queuing can provide absolute QoS differentiation in the sense that it 
is able to guarantee a predictable amount of bandwidth and a maximum 
delay bound for a specific session. On the other hand, a proportional 
QoS differentiation model was proposed in [2] and [3] in order to provide 
relative QoS differentiation. Using this model, the relative QoS differ
entiation is refined and quantified in terms of queuing delay and packet 
loss probability. Further, in [4] a dynamic class selection framework is 
proposed to provide absolute QoS in which the proportional QoS differ
entiation approach controls the QoS spacing of each class at every hop, 
and the users dynamically search for an appropriate class to meet their 
absolute requirements. In [5], the authors give an overview of recent 
research on the proportional QoS differentiation model for various QoS 
metrics, and propose buffer management schemes for achieving absolute 
service bounds in the proportional QoS differentiation approach. 

7.1 Relative QoS in OBS Networks 
In OBS networks, several schemes have been proposed to support the 

relative QoS model. Relative QoS can be supported by using differenti
ated signaling, differentiated contention resolution, differentiated burst 
assembly, or differentiated scheduling. 

7.1.1 Prioritized Signaling 
In OBS networks, it is possible to implement differentiated signaling 

protocols as a method for providing differentiated QoS in the optical 
core. JET-based signaling can be used to handle bursty data traffic, 
while connection-oriented signaling methods, such as TAW, can be used 
to handle constant data-rate traffic. For the connection-oriented signal-
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ing, the ingress node can wait for an acknowledgement that the resources 
have been reserved before the data is actually transmitted. By combin
ing both connection-oriented and connectionless signaling, the optical 
core will be capable of supporting a wider range of services. 

The basic problem is to determine the criteria for choosing a signaling 
method. The selection may be based on static parameters, such as QoS 
requirements and hop distance, or the selection may be based on dy
namic parameters, such as the current traffic conditions in the network. 
In the static selection approach, the problem is to assign a specific sig
naling method to each burst type in a manner which satisfies the QoS 
requirements of the packets contained in the burst. In the dynamic ap
proach, the selection of the signaling method is performed on-line and is 
based on dynamic network state information or the dynamic composition 
of the burst. For example, if the network load is low, a connectionless 
signaling method will provide lower delays than a connection-oriented 
signaling method while still maintaining fairly low packet losses. Under 
high network loads, a connectionless signaling method may result in an 
unacceptable level of packet loss; thus, a connection-oriented signaling 
method may be preferred. 

7.1.2 Offset-Based QoS 
In [6, 7], an additional-based offset JET scheme was proposed for iso

lating classes of bursts, such that high-priority bursts experience less 
contention and loss than low-priority bursts. In the offset-based QoS 
method, an extra offset time is given to higher-priority bursts. By intro
ducing an extra offset time, resources can be reserved further in advance 
of the burst's arrival, thereby increasing the probability of a successful 
reservation. 

To illustrate the concept of offset-based QoS, consider an example in 
which there are two classes of bursts, a high priority class and a low 
priority class. Let t\ and tl

a be the arrival times of control messages 
for a high-priority burst and a low priority burst respectively. An offset 
time of T is given to low-priority bursts, and an offset time of T + tadd 
is given to high-priority bursts. The length of the high-priority burst is 
given by L^, and the length of the low-priority burst is given by L\. 

If the control message of the high-priority burst arrives before the con
trol message of the low-priority burst {t\ < tl

a), then the high-priority 
burst will always be successfully scheduled. On the other hand, if the 
control message of the high-priority burst arrives after the control mes
sage of the low-priority burst (t% > tl

a), then the high-priority burst can 
still be scheduled if the starting time of the high-priority burst is after 
the ending time of the low-priority burst, i.e., t^ + T + tadd > tl

a + T + Li. 
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Thus, in order for the high-priority burst to be scheduled, the additional 
offset time, tadd must be larger than L\ + (tl

a — t%). 
One limitation of offset-based QoS schemes is that scheduled low-

priority bursts can still result in the loss of arriving high-priority bursts. 
A metric for measuring the degree of this effect is called class isolation. 
Class isolation specifies the percentage of high-priority bursts that are 
unaffected by low-priority bursts. If class isolation is equal to 100%, 
then the high-priority bursts will not incur any loss due to low-priority 
bursts. It has been shown that, under certain conditions, an additional 
offset time of 5 times the maximum burst length is required to achieve 
a class isolation of 99%. This requirement may result in significant 
additional delays for high-priority bursts if a high degree of class isola
tion is desired. Thus, the approach may be capable of satisfying loss 
requirements, but may not be capable of meeting delay requirements. 
Furthermore, it has been shown that an offset-based scheme can lead to 
unfairness, with larger low-priority bursts experiencing higher loss than 
smaller low-priority bursts [8, 9]. 

7.1.3 Prioritized Contention Resolution 
Another approach for providing QoS is to differentiate between bursts 

during contention resolution. One approach for differentiated contention 
resolution based on the concepts of burst segmentation and burst deflec
tion is presented in [10]. In this case, bursts are assigned priorities, and 
contention between bursts is resolved through selective segmentation, 
deflection, and burst dropping based on these priorities. 

The general problem is approached by first defining the possible seg
mentation and deflection policies which can be applied when a contention 
occurs. The possible contention scenarios which can take place between 
bursts of different priorities and lengths are then defined. Finally, the 
policy to apply for each specific contention scenario is specified. 

When two bursts contend with one another, one of the following poli
cies may be applied to resolve the contention: 

• Segment First and Deflect Policy (SFDP): The contending burst 
wins the contention. The original burst is segmented, and the tail 
segments of the original burst may be deflected if an alternate port 
is available, otherwise the tail segments of the original burst are 
dropped. 

• Deflect First and Drop Policy (DFDP): The contending burst is 
deflected to an alternate port if an alternate port is available. If no 
alternate port is available, then the contending burst is dropped. 
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• Deflect First, Segment and Drop Policy (DFSDP): The contending 
burst is deflected to an alternate port if an alternate port is available. 
If no alternate port is available, then the original burst is segmented 
and the tail segments of the original burst are dropped, while the 
contending burst is routed to the original output port. 

• Segment and Drop Policy (SDP): The contending burst wins the con
tention. The original burst is segmented and the tail segments of the 
original burst are dropped. 

• Drop Policy (DP): The original burst wins the contention. The entire 
contending burst is dropped. 

There are a total of four different possible contention scenarios, which 
are based on the priorities and lengths of the original and contending 
bursts. When two bursts contend, the original burst may be of higher 
priority than the contending burst, the original burst may be of lower 
priority than the contending burst, or the two bursts may be of equal 
priority. For the situation in which bursts are of equal priority, the tie 
can be broken by considering whether the length of the contending burst 
is longer or shorter than the remaining tail of the original burst. For 
each of these four contention scenarios, one of the contention resolution 
policies described above can be specified. 

Figure 7.1.3 illustrates the possible contention scenarios. For the situ
ation in which the contending burst is of lower priority than the original 
burst, the contending burst should be deflected or dropped; thus, DFDP 
will be applied. On the other hand, if the contending burst is of higher 
priority, then it should preempt the original burst. In this situation, 
SFDP will be applied. For the case in which both bursts are of equal 
priority, we should attempt to minimize the total number of packets 
which are dropped or deflected; thus, we compare the length of the con
tending burst to the remaining length (tail) of the original burst. If 
the contending burst is shorter than the tail of the original burst, then 
the contending burst should be deflected or dropped; thus, the DFDP 
policy is applied. If the contending burst is longer than the tail of the 
original burst, then we have the option of either attempting to segment 
and deflect the tail of the original burst, or attempting to deflect the 
contending burst; thus, either DFSDP or SFDP may be applied. Both 
options are considered, with the scheme in which DFSDP is applied re
ferred to as Scheme 1, and the scheme in which SFDP is applied referred 
to as Scheme 2. The policies applied in each scenario under each scheme 
is summarized in Table 1. The terms P0 and Pc refer to the priorities of 
the original burst and contending burst respectively, and the terms L0 
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Figure 7.1. (a) Contention of a low-priority burst with a high-priority burst, (b) 
Contention of a high-priority burst with a low-priority burst, (c) Contention of equal 
priority bursts with longer contending burst, (d) Contention of equal priority bursts 
with shorter contending burst. 

and Lc refer to the remaining length of the original burst and the length 
of the contending burst respectively. 

Table 7.1. QoS policies for various contention scenarios. 
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Fig. 7.2 shows the performance of the segmentation and deflection 
schemes for a 14-node nationwide backbone network topology. The plot 



Relative QoS in OBS Networks 113 

81 i i i i i i •' ' ' ' i 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 

Load (in Erlang) > 

Figure 7.2. Packet loss probability versus load. 
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Figure 7.3. Average packet delay versus load. 

shows the blocking probability versus load for high-priority (Priority 
0) and low-priority (Priority 1) traffic under the assumption that high-
priority bursts compose 20% of the overall traffic and low-priority bursts 
compose 80% of the overall traffic. The results illustrate a significant 
differentiation between the two burst priorities in terms of packet loss, 
and also show that, at low loads, the policy of attempting to deflect a 
contending burst before segmenting a burst performs better than seg
menting a burst before attempting to deflect the burst. This behavior is, 
in part, due to the additional packets lost in the segmentation scheme 
caused by the switching time. However, at higher loads (not shown), 



114 Quality of Service 

it was found that Scheme 2 outperforms Scheme 1. The higher packet 
loss for Scheme 1 under high loads is due to the additional load on the 
network caused by deflections. 

Figure 7.3 shows the difference in delay between the two burst pri
orities. It can be observed that, even though Scheme 1 provides lower 
packet loss than Scheme 2, Scheme 1 results in higher delays due to the 
additional deflections. The delay decreases at higher loads due to the 
fact that, at higher loads, bursts which travel fewer hops are more likely 
to successfully reach their destination than bursts which travel a greater 
number of hops. 

7.1.4 Proportional QoS with Early Dropping 
In [8], an approach is introduced in which low-priority bursts are inten

tionally dropped under certain conditions in order to reduce loss for high-
priority bursts. The scheme provides a proportional reduction rather 
than a complete elimination of high-priority burst losses due to con
tention with low-priority bursts. This proportional QoS scheme based 
on per-hop information was proposed to support burst loss probability 
and delay differentiation. The proportional QoS model quantitatively 
adjusts the QoS metric to be proportional to the differentiation factor of 
each class. If pi is the loss metric and Si is the differentiation factor for 
Class z, then using the proportional differentiation model, the following 
will hold for every class, 

^ = ^ . (7.1) 
Pi s3 

In order to implement this model, each core node needs to maintain 
traffic statistics, such as the number of burst arrivals and the number 
of bursts dropped for each class. Hence, the online loss probability of 
Class i, pi, is the ratio of the number of Class i bursts dropped to 
the number of Class i burst arrivals during a fixed time interval. To 
maintain the differentiation factor between the classes, an intentional 
burst dropping scheme is employed. A limitation of the scheme is that 
it can result in the unnecessary dropping of low-priority bursts. 

7.1.5 Prioritized Queueing 
In [11], another QoS approach based on priority queueing was pro

posed for OBS networks. The scheme incorporates the LAUC-VF (Sec
tion 6.2) scheduling algorithm at the core nodes. The order of assigning 
channels to the arriving bursts is based on priority queueing, i.e., the 
higher priority burst are scheduled before the lower priority bursts. Sim
ulation results are presented for the priority scheduling approach with 
and without FDLs. The authors conclude that the proposed approach 
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reduces the loss probability of the higher priority bursts, but also leads 
to significant increase in the loss probability of lower priority bursts. 

7.1.6 Reservat ion-Based QoS 
In [12], proportional QoS differentiation is provided by maintaining 

the number of wavelengths occupied by each class of burst. Every ar
riving burst is scheduled based on a usage profile maintained at every 
node. Arriving bursts that satisfy their usage profiles preempt sched
uled bursts that do not satisfy their usage profiles, so as to maintain the 
preset differentiation ratio. 

7.1.7 Burst-Assembly-Based QoS 
Service differentiation is also provided by different burst assembly 

schemes. In [8], the waited-time-priority (WTP) scheduler is extended 
to assemble fixed-length bursts to guarantee flexible packet delay differ
entiation. Each burst consists of packets of same class. In order to give a 
controllable burst loss probability for different service classes, lower pri
ority bursts are intentionally dropped in order to provide additional free 
time to the higher priority bursts. However, this may cause unnecessary 
burst loss due to intentional dropping. 

In [13], the packets are sorted according to the their classes and desti
nation addresses. Each burst consisting of a packet class has a timeout 
as well as a threshold. When either timeout or threshold is reached, the 
burst is created and sent into the network. In the case of low packet 
arrival rate, the threshold of the burst may not be reached and this 
may lead to smaller bursts due to timeout. Having smaller bursts in the 
network increases the number of control headers for a given number of 
packets, in turn leading to higher electronic header processing cost at 
each intermediate node, which may overload the control plane. 

Larger threshold at low arrival rates with lead to higher assembling 
delay. This may conflict with the time constraint of the packet class. 
Hence by having packets of different classes into a single burst assembling 
delay can be lowered [14, 15]. In [13], the lower bound for the burst size 
and timeout, to avoid the congestion in the control plane is calculated. 
By assembling packet of different classes into a burst, we reduce the 
number of control packets for a given number of data packets. This 
reduces the header processing effort in the core in turn increasing the 
maximum transmission rate. 

In addressing burst assembly, one may consider both the single-class 
problem, in which there is only one class of packets with specific QoS 
requirements, and the multi-class problem in which there are multiple 
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classes of packets, each with different QoS requirements. For the single-
class burst assembly problem, the objective is to select appropriate timer 
or threshold values to either meet delay constraints or to minimize packet 
loss in the optical core. In order to formulate the multi-class burst as
sembly problem, we introduce two concepts, referred to as differentiated 
burst assembly and composite burst assembly. 

In differentiated burst assembly, different classes of packets are as
sembled into bursts according to different policies. For example, packets 
which have strict delay requirements may be aggregated using a timer-
based policy, while other packets may be aggregated using a threshold-
based policy. The performance of differentiated burst assembly schemes 
at the edge nodes may be complemented by differentiated contention 
resolution strategies in the optical core. 

In composite burst assembly, packets of different classes may be ag
gregated into a single burst. The motivation for composite burst as
sembly rests in the observation that , when burst segmentation with a 
tail-dropping policy is maintained within the optical core, the packets 
towards the end of the burst are more likely to be dropped than the pack
ets at the head of a burst. Therefore, the location of a packet within a 
burst and the method of contention resolution in the core will determine 
the level of service received by the packet. 

The generalized burst assembly problem can be formulated as follows. 
Let N be the number of input packet classes, and let M be the number of 
burst priorities supported in the core network. Note tha t a packet class 
does not necessarily have a one-to-one correspondence to a burst priority. 
A set of burst types are defined, which specify the burst assembly policies. 
Let K be the number of burst types. Each burst type is characterized 
by the following parameters: 

- L^IN \ minimum length of burst of type k. 

- LffAX: maximum length of burst of type k. 

- RjiIN: minimum number of packets of class j in a burst of type k. 

- Rjf.AX: maximum number of packets of class j in a burst of type k. 

- Sk — {j | RjiAX > 0} : the set of packet classes which may be 
included in a burst of type k. When a burst of type k is created, all 
packets of class j E Sk will be included in the burst , subject to the 
constraints specified by L™IN\hfAX\Rfk

IN, and Rfk
AX. 

- Pk: priority assigned to burst of type k. Note tha t different burst 
types may have the same priority in the optical core. 
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Figure 7.5. Composite burst. 

Tk'. timer value for creating bursts of type k. When a packet of class 
j 6 Sk arrives to a node, a timer is started. When the timer reaches 
Tfc, a burst of type k is created. If a timer value is not specified for a 
burst of type fc, then the burst is assembled based only on threshold. 

- Tfc: threshold value for creating bursts of type k. If Xj is the number 
of packets of class j accumulated at a node, then a burst of type k is 
created if J2jeSk

 xj — ^V 

Given iV, M, and the QoS requirements for each packet class, the burst 
assembly problem is to choose a value for if, and for each burst type 

MAX 
'jk > 

k = 0, 2 , . . . , K-l, specify the parameters LjfIN, LfAX, Rfk
IN, R 

P/c, Tk, and Tk such that the QoS requirements are satisfied. 
The important design considerations when defining the burst types 

are packet loss probability, delay constraints, and bandwidth require
ments. Packet loss probability in the optical core is a function of a 
number of factors, such as burst size, burst priority, number of bursts 
generated, and contention resolution schemes in the core. Thus, packet 
loss probability can be affected by adjusting the threshold Tfc, the burst 
size L]jfAx^ and the burst priority P&. End-to-end delay constraints can 
be met by setting appropriate timer values for each burst type, r^. Band
width requirements for a given class of packets can be met by ensuring 
that an adequate number of packets of a given class are inserted into the 
generated bursts, and that the bursts are generated at a sufficient rate 
to provide the required bandwidth. Thus, the amount of bandwidth for 
a given class of packets may be determined by RjlIN and RjfAX a s w e ^ 
as Tk and r^. 

Several experiments for a four-class/two-priority network with and 
without composite bursts were conducted in [14]. Class 0 packets are 
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assumed to have a delay constraint, while the other packet classes are 
assumed to have relative packet loss constraints with respect to other 
packet classes, (i.e., Class 1 packet loss should be less than Class 2 
packet loss, etc.). The traffic ratios are assumed to be 10%, 20%, 30%, 
and 40% for Classes 0, 1, 2, and 3 respectively. 

For the case without composite bursts, four burst types can be defined, 
one for each packet class (Sk = {&})• All burst types are given the same 
threshold value, T& = 100 packets, while the burst type corresponding to 
Class 0 packets is also assigned a timer value of TQ = 50 ms. Since there 
are four burst types, but only two burst priority levels, some burst types 
must share the same priority. The burst types corresponding to Class 0 
and Class 1 packets are both assigned burst Priority 0 (PQ — PI = 0), 
while the burst types corresponding to Class 2 and Class 3 packets are 
both assigned burst Priority 1 (P2 = P3 = 1). The burst assembly 
procedure for this case is shown in Fig. 7.4. 

For the case with composite bursts, two burst types can be defined. 
Burst Type 0 handles Class 0 and Class 1 packets (So — {0,1}), while 
burst Type 1 handles Class 2 and Class 3 packets (S\ — {2,3}). Both 
burst types are given the same threshold value (TQ = T\ = 100 packets), 
while burst Type 0 is assigned a timer value of TQ = 50 ms. Burst Type 
0 is assigned burst Priority 0 (PQ = 0), and burst Type 1 is assigned 
burst Priority 1 (Pi = 1). The burst assembly procedure for this case 
is shown in Fig. 7.5. There are no restrictions on the maximum or 
minimum number of packets of each class in a given burst, or on the 
maximum or minimum number of packets in a burst. 

Figure 7.6 plots packet loss probability versus load for both the single-
class-per-burst case (Single), and the composite-burst case (Composite). 
A prioritized SDP policy without deflection is utilized in the core. It can 
be observed that, for the single-class-burst case, there is no difference in 
packet loss between Class 2 and Class 3 packets, since the burst types 
for these two classes have the same priority and threshold values. On the 
other hand, there is a fairly large difference in packet loss between Class 
0 and Class 1 packets. Although the burst types for Class 0 and Class 
1 have the same priority, the burst type for Class 0 has an additional 
timer value associated with it. For the composite-burst case, there is a 
fairly good separation in packet loss among the four classes of traffic. 

Figure 7.7 plots the delay versus load. For the single-class-burst case, 
the delay for Class 0 is fairly constant due to the timer value associated 
with the burst type. For the other classes of traffic, the delay is pro
portional to the arrival rate of packets. Since Class 3 traffic arrives at a 
higher rate than Class 1 or Class 2 traffic, it will hit its threshold sooner, 
leading to lower delays. For the composite-burst case, both Class 0 and 
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Figure 7.6. Packet loss probability versus load. 
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Figure 7.7. Average delay versus load. 

Class 1 have fairly constant delay, since both are carried in burst Type 0. 
Class 2 and Class 3 have matching delays, since they are both carried in 
burst Type 1. Under higher loads, Class 2 and Class 3 have lower delay 
than Class 0 and Class 1, because at higher arrival rates, the threshold 
is reached sooner. 

It has been shown that aggregating different classes of packets into a 
single burst is effective in providing differentiated service with respect 
to packet loss probability, and that timer-based assembly schemes are 
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capable satisfying delay requirements. There are a number of additional 
issues which can be considered in composite burst assembly techniques, 
such as how many packet classes to include in a given burst type and 
which packet classes to include in a given burst type. These parameters 
can be adjusted to address packet loss requirements, delay requirements, 
and bandwidth requirements of individual packet classes. 

When considering how many packet classes to include in a given burst 
type, there may be a tradeoff between delay and packet loss. If a larger 
number of packet classes are aggregated into a single burst type, then 
the threshold is likely to be reached sooner than if there were fewer 
packet classes associated with the burst type. Since the bursts will be 
generated more frequently, the delays for these packets will be lower. 
However, associating a greater number of packet classes to the same 
burst type is likely to result is a lower degree of differentiation with 
respect to packet loss. When deciding on which packet classes to include 
in a given burst type, it may be beneficial to group packet classes which 
have similar delay requirements. On the other hand, if a tail-dropping 
burst segmentation contention resolution policy is implemented, then it 
may be better to place packet classes with high loss tolerance at the tail 
of every burst type. 

Another parameter to investigate is the number of packets of each class 
to insert into a given burst. In the previous experiments, the number of 
packets of a given class in a given burst was directly proportional to the 
arrival rate of that class of packets; however, it may be desirable to place 
additional restrictions on the number of packets, since the number of 
packets of a given class in a burst will affect the packet loss probability 
for that class of packets. If a class of packets occupies only a small 
fraction of the burst and is located at the head of the burst, there is a 
high probability that very few of these packets will be dropped. However, 
if a class of packets occupies a greater fraction of the burst, then that 
class of packets is likely to experience higher losses, even if the packets 
are located towards the head of the burst. In order to determine the 
appropriate number of packets of a given class to insert into a given 
burst type, the probability of packet loss as a function of a packet's 
location in a burst of a given type can be determined. 

Approaches for satisfying the bandwidth requirements of various traf
fic classes can also be studied. In order to meet the bandwidth require
ments of a given class of packets, we first need to calculate the rate 
at which bursts of a given type are generated and transmitted. This 
calculation can be based on timer and threshold values, as well as the 
burst scheduling policy. Once the burst transmission rate is determined, 
the bandwidth requirements of a given class of packets can be satis-
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fied through the appropriate allocation of capacity within the outgoing 
bursts. 

7.1.8 Look-Ahead Window Contention Resolution 
The problem of providing QoS support by implementing a differen

tiated Look-ahead window Contention Resolution (LCR) algorithm is 
presented in [16]. In this scheme, bursts are delayed at each node for a 
certain fixed amount of time. By collecting multiple burst headers over 
a window of time, more informed decisions can be made as to which 
bursts to drop. Simulation results show that the look-ahead contention 
resolution algorithm can readily support service differentiation and offers 
high overall performance with moderate complexity. A potential disad
vantage of this scheme is that bursts will experience additional delay at 
each node. 

7.1.9 Linear Predictive Filter (LPF)-based 
Forward Resource Reservation 

In [17], a Linear Predictive Filter (LPF)-based Forward Resource 
Reservation method is proposed to reduce the burst delay at edge routers. 
The authors claim that their QoS strategy achieves burst delay differen
tiation for different classes of traffic, while maintaining the bandwidth 
overhead within limits by extending the FRR scheme (aggressive reser
vation). 

7.1.10 QoS in Wavelength-Routed OBS Networks 
The authors in [18-21], propose several QoS approaches for WR-OBS 

networks. In a WR-OBS network, each source node sends a connection 
request to a centralized request scheduler. At the edge node, the higher-
layer traffic is assigned different class of service (CoS) based on the 
maximum acceptable delay and the destination address. Therefore, each 
edge node has C-(N-l) buffers, where C is the number of classes and (N-
1) is the number of possible destination nodes. At the request scheduler, 
the connection requests that are sorted based on their class of service 
into C prioritized request queues. All the higher priority requests are 
handled before servicing the lower priority request. Since the request 
scheduler has to handle the connection request of the entire network, 
the complexity of this approach may be significant. 

7.1.11 QoS Based on Physical Signal Quality 
In [22], the authors have proposed QoS schemes based on the physical 

quality of the optical signal, such as signal-to-noise ratio (SNR), maxi-
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mum bandwidth, wavelength spacing, and bit error rate (BER). In this 
scheme, the QoS parameters are specified in the burst header packet and 
a connection is set up only if all the parameters are satisfied. 

7.2 Absolute QoS 
Relative QoS differentiation schemes do not provide a worst-case guar

antee for any of the supported QoS metrics, thus absolute QoS differen
tiation schemes are necessary. The most intuitive approach to provide 
absolute QoS differentiation is to design a hybrid optical backbone net
work consisting of wavelength-routed lightpaths [23] to carry the guar
anteed traffic, and a classical OBS network to carry the non-guaranteed 
traffic. This approach leads to inefficient usage of bandwidth over the 
wavelength-routed part of the network. In order to efficiently utilize 
bandwidth, efficient absolute QoS differentiation schemes need to be 
developed in which all wavelengths in the network are available for sta
tistical multiplexing and dynamic bandwidth allocation. 

7.2.1 Probabilistic Preemptive QoS 
In [24], a Probabilistic Preemptive scheme is proposed, for providing 

service differentiation in terms of burst blocking probability in OBS net
works. In this scheme, high-priority class traffic is assigned a preemptive 
probability. Thus, high-priority bursts can preempt low-priority bursts 
in a probabilistic manner. The authors claim that by changing the pre
emptive probability, an OBS node can adjust the ratio of burst blocking 
probability between different traffic classes, while the overall blocking 
probability is not affected. The authors in [25] also talk about the con
cept of introducing a partially preemptive scheduling technique capable 
of handling data bursts in parts, and may use preemption due to the pri
orities of data bursts in a multi-service OBS network environment. The 
Probabilistic Preemptive scheme can also be used to provide absolute 
QoS in an OBS network. 

7.2.2 Early Dropping and Wavelength Grouping 
One approach for providing absolute QoS is presented in [26]. In this 

approach, two different techniques are utilized in order to guarantee that 
a given class of traffic does not experience loss probability higher than 
a specified threshold. 

The first technique is referred to as early dropping, and the second 
technique is referred to as wavelength grouping. In early dropping, bursts 
that contain packets of lower class traffic may be intentionally dropped, 
even if there is no contention, in order to support the loss requirements 
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for the higher-class packets. In the wavelength grouping technique, each 
class of traffic is assigned a fixed number of wavelength channels to utilize 
on a given link. The two schemes can either be applied independently 
of one another, or applied simultaneously in the same network. 

In absolute QoS, each service class i is assumed to require a maximum 
network-wide loss guarantee, P^ET. Given that each OBS node main
tains the same loss guarantee, P^AX for Class i traffic, the P^AX at 
each node can be calculated from the diameter of the network, D, and 
Pg.ET as follows, 

pMAX = l_e{ln(l-P^))ID_ ( 7 2 ) 

Therefore, if the per-hop loss probability P^AX is guaranteed at each 
node along the path, then the network-wide loss probability PffET is 
guaranteed end-to-end. 

Based on the maximum arrival rate of the guaranteed traffic, the 
routing algorithm, and the network topology, the maximum offered load 
of the guaranteed traffic on every link can be obtained. For each link, 
let Lci be the maximum offered load of Class i traffic, and let Wc{ be 
the minimum number of wavelengths required in order to guarantee that 
the loss probability of Class i traffic is below P^AX. We can compute 
Wd for the guaranteed traffic of Class i using the standard Erlang-B 
formula, 

Hence, in order to guarantee the maximum end-to-end loss, each core 
node must provide at least Wc{ wavelengths and must guarantee the 
maximum per-hop loss probability, P^AX\ for each Class i traffic. 

Early Dropping 

In the early dropping mechanism, an early dropping probability, pED, 
is computed for each Class i based on the online measured loss proba
bility and the maximum acceptable loss probability of the immediately-
higher-priority class. The Class i burst is indicated to be dropped by an 
early dropping flag, ef, ei is set to 1 with a probability of pED, and set 
to 0 with a probability of (1 —PQD). In order to decide whether or not to 
drop the arriving Class i burst, not only does the early dropping flag of 
Class i need to be considered, but the early dropping flags of all higher 
priority classes need to be considered. Thus, we generate an early drop
ping vector, EDi, where ED{ = {ei, e2 , . . . , e^} for the arriving Class i 
burst. The Class i burst is intentionally dropped if e\ V e2 V • • • V ei = 1, 
that is, the Class i burst is intentionally dropped with a probability 
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Figure 7.8. (a) Standard Dropping Mechanism, and (b) Early Dropping Mechanism. 

of (1 — n}=i (1 ~PcD))- Note that we do not have an element eo for 
Class 0, since Class 0 has the highest priority. 

Consider a two-class example to illustrate the early dropping concept. 
In Fig. 7.8(a), the BHP of a Class 1 burst (low priority) arrives at time 
t0 and reserves the channel. The BHP of a Class 0 burst (high priority) 
arrives at time ti , where t\ > to, and contends with the Class 1 burst, 
resulting in the Class 0 burst being dropped. In order to reduce the 
likelihood of this scenario, a burst of Class 1 is intentionally dropped 
when e\ — 1, prior to the BHP arrival of the Class 0 burst (Fig. 7.8(b)). 
ei is set to 1 with probability p^P\ p^P is a function of the maximum 
acceptable loss probability of Class 0 bursts and the online measured 
loss probability of Class 0 bursts. The key is to decide when to trigger 
the early dropping mechanism, and how to compute the early dropping 
probability. 

In order to provide loss guarantees, each OBS core node must monitor 
the traffic statistics for each guaranteed class. For each output port of 
an OBS node, let ac{ be the burst arrival counter, and let dci be the 
burst drop counter. We use, pci — (dcjacj, as the online measured 
burst loss probability for the Class i traffic. For this purpose, aci and 
dd can be measured within a fixed time window. 

We now describe the following early drop by threshold and early drop 
by span schemes to compute the early dropping probability, PQD, for 
Class i bursts. 

Early Drop by Threshold (EDT) 

The basic idea of early drop by threshold (EDT) is to drop the arriving 
Class i bursts, when the online measured loss probability of Class (i — 1), 
PCi_i reaches the maximum loss probability, Pcf^*. This early dropping 
of bursts of the lower-priority classes is a simple way to provide loss 
guarantee for the higher-priority class. The early dropping probability 
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of Class i bursts is given by, 

PCi-.l < ^d-! 
v> pMAX (? '4) 

where i > 1. 
In the EDT scheme, bursts of each class with lower priority than 

Class (i — 1), suffer from high loss when pCi-± exceeds Pcf^* - Since 
there is a single trigger point, the scheme takes extreme steps in order 
to regulate pci_i-

Early Drop by Span (EDS) 
In order to alleviate the side effects of EDT, a scheme known as early 

drop by span (EDS), that linearly increases p^P as a function of Pd-n 
is used. Here, a span (range) of acceptable loss probabilities, ^Ci-u 
for Class (i — 1) is chosen. The EDS scheme is triggered when the 
online measured loss probability of Class (i — 1) bursts, Pd-n is higher 
than P%™, where, P%™ = P ^ x - 6Ci_^ Thus the early dropping 
probability of Class i bursts is given by, 

<nED 
Pd 

0 PC^ < P%™ 

(PQ-x " P%™VSd-i Ptf™ < PCt-t < P%iX (7.5) 

1 PC,-* > P%^> 

where i > 1. 
The span (<5Q_I)

 c a n be chosen as a percentage value of PQI^* • We 
observe that, if Sci_1 is too high, EDS is triggered prematurely, leading 
to high loss for lower-priority classes of traffic; while, if 6ci_1 is too low, 
PQED will be high, also resulting in high loss for lower-priority classes of 

i — 1 

traffic. 

Wavelength Grouping 

This section describes another mechanism, known as wavelength group
ing for supporting absolute loss guarantee in OBS networks. In the wave
length grouping mechanism, traffic is classified into different groups, and 
a label is assigned to each group. Each group is provisioned a minimum 
number of wavelengths. One approach to group the traffic is to assign 
all traffic of the same service class to the same unique group. Thus, 
on each link, Z, Class i bursts are assigned the same unique local label 
Li. We obtain Wct and P^AX for each guaranteed Class i traffic from 
(7.2) and (7.3). Link I must provide Wci wavelengths for bursts in the 
group with assigned Label Li in order to guarantee P^AX. If we run 
out of wavelengths, then the requirement of the remaining guaranteed 
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class of traffic cannot be satisfied with the given network capacity. On 
the other hand, if there are certain available wavelengths after provision
ing wavelengths for all the guaranteed traffic, the remaining wavelengths 
are used to carry the non-guaranteed traffic. We propose two schemes 
for wavelength grouping, namely, static wavelength grouping (SWG) and 
dynamic wavelength grouping (DWG). 

Static Wavelength Grouping (SWG) 

In SWG, a fixed set of wavelengths is dedicated for the traffic within a 
given group. If Wc0 wavelengths on link I are required for bursts in the 
group with assigned Label LO, the first Wc0 wavelengths (WQ, W\, . . . , 
w(wc -l)) a r e r e s e r v e d for bursts in this group. Furthermore, bursts la
beled I/O can only use these WQ, WI, . . . , W(yyc _]_) wavelengths on the link 
I. In the case of guaranteeing more than one class of traffic, the process 
is repeated until the necessary wavelengths have been reserved for all of 
the guaranteed traffic. The remaining unreserved wavelengths are used 
to carry the best-effort traffic. For the scenario shown in Fig. 7.9(a), 
when a burst labeled LI arrives at time t, it can only be scheduled on 
Wavelength 3, which is statically preassigned to the bursts labeled LI. 

Dynamic Wavelength Grouping (DWG) 

In DWG, a fixed number of wavelengths, but not necessarily a fixed 
set of wavelengths, is reserved for the traffic within a given group. To 
ensure that the number of wavelengths occupied by bursts of a given 
group does not exceed the number of wavelengths provisioned, the OBS 
node must keep track of the number of wavelengths currently occupied 
by bursts of each group. A burst with a given label can be dynamically 
scheduled onto an available wavelength, if the number of wavelengths 
currently occupied by bursts of the same label is less than the number 
of wavelengths provisioned for that group. In Fig. 7.9(b), suppose the 
number of wavelengths that bursts labeled LI can use is, Wcx — 1. When 
a burst labeled LI arrives at time t, Wavelength 1 and Wavelength 3 are 
available and no bursts labeled LI are currently scheduled. Hence, the 
arriving burst is scheduled on Wavelength 1, which is the latest available 
unscheduled channel. 

Comparing SWG and DWG, note that SWG is less complex and sim
pler to implement. However, DWG has the advantage of being able to 
dynamically schedule a burst onto the best wavelength based on the 
channel allocation status of each link, thereby improving network per
formance. 
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Figure 7.9. Illustration of (a) SWG, and (b) DWG schemes. 

7.2.3 Integrated Schemes 
Without the help of an early dropping mechanism, the wavelength 

grouping mechanism schedules the bursts of a given class only on a 
limited number of wavelengths, even when the loss probabilities of other 
classes of traffic are much lower than their required maximum loss proba
bility. This restriction results in inefficient wavelength utilization. There
fore, the early dropping mechanism can be integrated with the wave
length grouping mechanism to achieve better performance. In the early 
dropping mechanism, EDS has significantly better loss performance than 
EDT, based on simulation results (Fig. 7.10); hence, EDS is inte
grated with the wavelength grouping schemes. In the integrated schemes, 
EDS assigns a local label to each burst based on the class of the burst 
and the current value of the corresponding early dropping vector. The 
wavelength grouping mechanism provisions a minimum number of wave
lengths for each group of traffic with the same label and schedules each 
burst based on the provisioning. 
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Figure 7.10. (a) Class 0 and (b) Class 1 loss probability versus load for EDS, EDT 
and Proportional schemes. 

We now describe an approach to assign labels and provision the neces
sary wavelengths for the integrated schemes, using a two-class example. 
Fig. 7.11 presents the burst scheduling process in the integrated schemes. 
EDS is implemented by an EDS Labeler, and wavelength grouping is im
plemented by a WG Scheduler. Initially, the EDS labeler labels each 
burst according to the class of the burst and the value of the corre
sponding early dropping vector, ED\ = {ei}. As shown in Table I, a 
burst is assigned a Label LO, either if the burst is of Class 0, or if the 
burst is of Class 1 and e\ is 0. A burst is assigned a Label LI if the 
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burst is of Class 1 and e\ is 1. The labeled burst is then sent to the WG 
scheduler, which schedules the burst solely based on its label. Table II 
gives the number of wavelengths provisioned for each group of bursts 
with a given label. A burst labeled LO can be scheduled on any of the 
W wavelengths. This is because, when the early dropping scheme is 
not triggered, all the arriving bursts are labeled LO, resulting in all the 
wavelengths being utilized. A burst labeled LI can only be scheduled on 
Wei wavelengths, where Wcx — W- Wc0> This restriction ensures that 
there are a required number of Wco wavelengths on which the bursts 
labeled LO can be scheduled. 

Integrated EDS and SWG 

Using SWG, a burst with Label LO can be scheduled on any available 
wavelength, while a burst with Label LI can only be scheduled on the 
statically pre-assigned Wcx wavelengths. Figure 7.11 illustrates three 
possible burst arrival scenarios. The current wavelength allocation is 
shown on the right hand side of the figure. In Case 1, when a Class 0 
burst with Label LO arrives, the burst is scheduled on Wavelength 2. In 
Case 2, when a Class 1 burst with Label LO arrives, the burst is also 
scheduled on Wavelength 2. While in Case 3, when a Class 1 burst with 
Label LI arrives, the burst cannot be scheduled on Wavelength 2, since 
a burst labeled LI can be scheduled only on the statically provisioned 
Wavelength 3. 

Integrated EDS and DWG 

Following LAUC, the DWG scheduler records the label of the latest-
scheduled burst on every wavelength. When a burst labeled LO arrives, 
DWG can schedule the burst on any available wavelength. On the other 
hand, when a burst with Label LI arrives, the burst is scheduled on 
any of the available wavelengths, as long as the number of bursts la
beled LI already scheduled at the arrival time of the arriving burst is 
less than Wc1- In Fig. 7.11, suppose the label of the latest scheduled 
burst recorded on each of Wavelengths 0 ,1 , and 3 is LO. With the DWG 
scheduler, for all three burst arrival scenarios, the arriving burst can be 
scheduled on Wavelength 2. 

The integrated schemes provide better resource allocation compared 
to each of the stand-alone schemes for the following reasons. First, in 
the wavelength grouping schemes, the Class 1 bursts can be scheduled 
only on Wc± wavelengths, while, in the integrated schemes, the Class 1 
bursts with Label LO can be scheduled on any wavelength. Second, 
compared to early dropping schemes, the integrated schemes reduce the 
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Figure 7.11. Illustration of the integrated schemes. 

unnecessary intentional dropping of Class 1 bursts, since the Class 1 
bursts with Label LI can use a maximum of Wc± wavelengths. 
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Chapter 8 

OTHER TOPICS 

As optical burst switching moves closer to reality, research focus will 
begin to shift from optical burst switching layer protocols and architec
tures to the interactions between optical burst switching and higher-layer 
protocols and applications. Further effort will also be directed towards 
the development of practical implementation of optical burst switched 
networks in testbed deployments. 

8.1 Labeled OBS 
When optical burst switching is eventually deployed, it is likely to 

provide transport services for higher-layer protocols such as IP. Thus, it 
is important to determine how an optical burst-switched network will in
teract with the IP layer. If IP is deployed over an optical burst-switched 
network, the two layers can either be implemented independently of one 
another, such that each layer with its own control and management 
mechanisms, or the two layers can be implemented in an integrated 
manner in which a common control plane is shared by the two layers. 

In order to reduce management costs, it is possible to implement op
tical burst switching within the framework of generalized multiprotocol 
label switching (GMPLS). In GMPLS, virtual-circuit paths are estab
lished in the network through the use of labels. These paths are referred 
to as label-switched paths (LSPs). Each node in the network, referred 
to as a label-switched router (LSR), maintains a forwarding table which 
specifies, for each label on each incoming port, the appropriate outgoing 
label and outgoing port. 

The establishment of an LSP requires the maintenance and distribu
tion of topology and state information, a method for determining the 
route of LSPs, and a signaling protocol for establishing and maintaining 
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LSPs. Typically, in IP networks, state information is maintained by the 
open shortest path first (OSPF) protocol. The OSPF protocol maintains 
topology and link-state information by periodically sending hello mes
sages to neighbors and by periodically flooding link-state advertisements 
(LSAs) throughout the network. Extensions to the OSPF protocol for 
supporting GMPLS in WDM optical networks have been proposed [1]. 

Routing in GMPLS can be either hop-by-hop routing or explicit rout
ing. In hop-by-hop routing, the route for an LSP is determined on a 
hop-by-hop basis, with each node only knowing the next hop node in 
the path. Once an LSP is established in this manner, all data with the 
corresponding label will follow the same path. In explicit routing, routes 
for LSPs are determined by a centralized entity, such as the source node 
(source routing), according to certain policies or traffic engineering ob
jectives. Policies may be based on metrics such as path length or link 
congestion. Explicit routing approaches typically require that the rout
ing entity has some knowledge of the network topology and link-state 
information. 

The signaling for establishing LSPs in GMPLS can be done through 
protocols such as the constraint-based label distribution protocol (CR-
LDP), or the resource reservation protocol with traffic engineering ex
tensions (RSVP-TE). Both protocols send control messages along the 
selected route in an attempt to reserve resources and to configure the 
label forwarding tables at each label-switched router. 

Once a LSP is established between a source node and a destination 
node, the source node will apply the appropriate label to the incoming 
data, and the data will be forwarded along the LSP. In packet-switched 
networks, each packet is assigned a label at the ingress node, and is 
routed through the network along a pre-determined label-switched path. 
In circuit-switched WDM optical networks, labels correspond to wave
lengths, and LSPs correspond to lightpaths. In this case, incoming pack
ets are assigned a given wavelength and sent on the appropriate output 
port. The packet will traverse the lightpath end-to-end entirely in the 
optical domain. 

The concept of GMPLS and label switching can also be extended to 
optical burst-switched networks [2]. In this approach, referred to as 
labeled optical burst switching (LOBS), a labels are applied to the burst 
header packets. Each optical burst switching node is considered as a 
label-switched router and will appropriately route incoming bursts and 
swap labels in the burst header packets. The use of label switching in an 
OBS network enables traffic engineering by allowing the establishment 
of explicit and constraint-based routes for bursts. 
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Figure 8.1. Semiconductor optical amplifier (SOA) switch. 

The use of explicit routes in LOBS networks to provide load-balanced 
routing is investigated in [3]. The authors formulate an integer linear 
program with the objective of either minimizing the number of links 
whose utilization is above a given threshold or minimizing the total 
bandwidth consumed on links whose utilization is above a given thresh
old. 

8.2 Multicasting in OBS 
One area of practical interest in networks is multicasting, which is 

the transmission of data from one or more sources to many destinations. 
In optical networks, multicasting can either be supported through the 
optical splitting of a signal or through electronic duplication of data. 
All-optical multicasting in optical burst-switched networks requires the 
use of optical splitters at nodes. An example of a node capable of mul
ticasting capabilities is the SOA-based switch shown in Fig. 8.1. 

In an optical burst-switched network, multicasting can be implement
ed by sending multiple unicast bursts or by sending a burst along a 
multicast tree [4]. In the multiple unicast approach, a separate copy of 
a given burst is sent to each of the multicast destinations. The multi
ple unicast approach is simple and does not require optical splitters at 
each node. Instead, electronic duplication is required at the source node. 
The disadvantage of the multiple unicast approach is that it is not effi
cient in terms of bandwidth utilization. In the multicast tree approach, 
each multicast session can either have its own specific multicast tree, 
or multicast sessions may share a set of multicast trees. In the case of 
individual multicast trees, a minimum-cost tree that connects the source 
to the destinations should be found in order to minimize the resources 
consumed by the multicast transmission. The limitation of individual 
multicast trees is that, if a multicast session does not consist of much 
traffic, then the bursts that are transmitted over the multicast tree will 
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be small, resulting in high overhead. In order to reduce overhead, the 
multicast traffic must be combined and assembled into the same bursts 
as other traffic. 

In the tree-sharing multicast approach presented in [4], the set of 
multicast sessions originating from a given source are partitioned into 
subsets, called multicast sharing classes (MSCs). Each MSC shares a 
single multicast tree. A simple strategy for grouping multicast sessions 
into MSCs is to group all sessions that have the same set of destina
tion nodes. In this case, a single tree that spans all destinations in the 
multicast set is sufficient. Another strategy is to include all multicast 
sessions for which the multicast set is a subset of the destination nodes 
in a given multicast session. In this case, a tree that spans all destina
tions in the given multicast session will also span all nodes in multicast 
sessions whose multicast set consists of a subset of those destinations. A 
more general approach is to group multicast sessions whose destination 
sets have sufficient overlap. In the latter two cases, there is some degree 
of bandwidth inefficiency, since bursts or packets within a burst may end 
up going to nodes that are not a part of a given multicast set. However, 
by sharing the tree, bursts will be longer, leading to less overhead. The 
work in [5] extends the concept of shared multicast trees to the case in 
which nodes may dynamically join and leave multicast sets. In this case, 
the MSCs must be updated over time. 

In [6], the problem of supporting reliable multicasting in OBS net
works is considered. Typically, if a burst belonging to a multicast trans
mission is lost, then the lost data would need to be retransmitted by the 
higher-layer reliable IP multicasting protocol or by the TCP layer. Han
dling losses at higher layers may result in a larger number of duplicated 
transmissions and higher end-to-end delay. A more efficient approach is 
to support burst recovery in the OBS network itself. In this approach, 
if a multicast burst is dropped by a node, that node will send a negative 
acknowledgement (NAK) towards the source node along the multicast 
tree. When the NAK reaches the first upstream branching node (in
cluding nodes at which the burst is split optically as well as nodes at 
which the burst is received electronically), the branching node sends a 
retransmission request to the closest multicast member node which has 
successfully received the burst. All branching nodes along the tree are 
required to maintain state information for each multicast burst. 

8.3 Protection for Optical Burst-Switched 
Networks 

An important issue in optical networks is survivability. When a link 
or node fails, the network should have the capability to continue carrying 



Protection for Optical Burst-Switched Networks 137 

critical traffic. In traditional circuit-switched optical networks, surviv
ability is provided through protection and restoration mechanisms. Pro
tection mechanisms allocate and reserve spare backup resources prior 
to failure. When a failure occurs, traffic is switched to the backup re
sources. In restoration, no resources are reserved in advance. Instead, 
resources are discovered and reserved after the failure occurs. Protection 
schemes provide a higher degree of survivability, but consume a greater 
amount of resources. Restoration schemes, on the other hand, do not 
consume much resources, but do not guarantee that there will be enough 
capacity to handle traffic in the case of a failure. 

In a labeled optical burst-switched network, survivability schemes may 
be required to prevent burst losses in the event of link failures. If there 
are connections in the form of LSPs over the failed link, then any bursts 
associated with those LSPs will be lost if no action is taken. A fairly 
straightforward approach to handling link failures is to simply use de
flection. Once a node determines that a link has failed, it deflects any 
bursts headed for that link to a different link. This approach is sim
ple and requires only a local decision. However, in order to implement 
deflection within a labeled optical burst switching environment, labels 
would need to be distributed to nodes other than those on the route of 
the LSP. 

Protection schemes in optical burst-switched networks can also be 
provided through the establishment of redundant LSPs [2]. With la
beled optical burst switching, a backup LSP can be established for each 
working LSP, thereby providing dedicated path protection. A source 
node initially sends bursts over only one of the LSPs. When a failure 
occurs, the source node is notified of the failure and begins sending the 
bursts over the backup LSP. In this scheme, no additional resources are 
required in the network, other than the LSP entries at label-switched 
routers along the backup path. The technique can also be extended 
such that a primary LSP is protected by multiple backup LSPs, with 
each backup LSP capable of carrying a fraction of the traffic from the 
original LSP. 

In [7], the authors propose a 1+1 protection architecture for optical 
burst-switched networks. This approach is based on MPLS 1+1 protec
tion in which two disjoint label-switched paths are established between 
the ingress and egress label-switching router. The ingress node dupli
cates incoming packets and sends one copy on each of the label-switched 
paths. In 1+1 optical burst switching protection, two disjoint LSP routes 
are determined for each burst session. All bursts belonging to a given 
session will be copied and sent out on both LSPs. Thus, if a link fails 
on one LSP, then bursts will continue to be received on the other LSP. 
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The advantage of 1 + 1 protection is that no additional actions are re
quired in the optical burst-switched network in order to recover from a 
failure. The disadvantage is that the scheme uses at least twice as many 
resources as the unprotected case. Also, the destination node must be 
able to eliminate redundant bursts. 

8.4 TCP over OBS 

Increasing attention is being given to the interaction of higher-layer 
protocols with OBS. In particular, the effects of burst assembly and 
losses in the OBS layer can have a significant impact on TCP perfor
mance. 

TCP is intended to provide a reliable transport layer over an unreliable 
network layer. TCP includes mechanisms for acknowledging received 
data and resending data that is lost. It also provides a flow/congestion 
control mechanism that reduces the sending rate if congestion is detected 
in the network. Several versions of TCP have been proposed and im
plemented. The more popular versions include TCP Reno, TCP New 
Reno, and TCP SACK. 

8.4.1 TCP Reno, New Reno, and SACK 

In TCP Reno, the TCP source maintains a variable CW, which in
dicates the size of the congestion window. The congestion window is 
used to determine the maximum number of unacknowledged segments 
the TCP sender can have. 

TCP Reno has two mechanisms for detecting the loss of data. These 
mechanisms are triple-duplicate ACKs and timeouts. A triple-duplicate 
ACK is triggered when the TCP source receives three duplicate ACKs 
for the same segment. The TCP sender interprets a triple duplicate 
ACK event as an indication that one or more segments have been lost to 
light congestion. The TCP sender will halve its congestion window size 
and immediately retransmit one lost segment, a procedure known as fast 
retransmission. After resending the segment, the TCP source enters a 
fast recovery phase. In this phase, the TCP source will increase its 
congestion window size by one for each duplicate ACK that it receives. 
After receiving half a window of duplicate ACKs, the congestion window 
size will be the same as the window size prior to the TD detection. Thus, 
the source can send a new packet for each additional duplicate ACK that 
it receives. The source exits fast recovery upon the receipt of the ACK 
that acknowledges the retransmitted lost segment, and enters into a 
congestion avoidance phase. 
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A timeout event occurs when a TCP source does not receive an ac
knowledgement for a segment within a certain timeout duration. Typi
cally this timeout duration is on the order of some multiple of the round-
trip propagation delay. Loss due to a timeout event indicates that there 
is heavy congestion in the network. The TCP source will respond by 
retransmitting the lost segment and entering a slow start phase. In the 
slow start phase, the TCP source sets its congestion window size to 
one, and increases the congestion window by one for each acknowledge
ment that it receives. Once the congestion window size reaches a certain 
threshold, the TCP source enters the congestion avoidance phase. 

A limitation of TCP Reno is that, if multiple segments are lost, a triple 
duplicate ACK event will be triggered for each lost segment, resulting 
in the window size being halved for each of these events. If the window 
size becomes less than three, it will not be possible to receive a triple 
duplicate ACK, and any further loss will result in a timeout event. This 
timeout event will cause the TCP source to enter the slow start phase. 

TCP New Reno attempts to overcome some of the limitations of TCP 
Reno by using partial ACKs. A partial ACK is an ACK that acknowl
edges a new segment, but not the segment with the highest sequence 
number when fast recovery was triggered. When a triple duplicate ACK 
is received, the TCP source retransmits one lost segment and enters the 
fast recovery phase. When a new ACK is received, if the ACK is not for 
the segment that was already retransmitted and is not for the segment 
with the highest outstanding sequence number, then the ACK is con
sidered to be a partial ACK. In this case, the TCP source immediately 
retransmits the lost segment indicated by the partial ACK without wait
ing for the arrival of three duplicate ACKs. If the ACK acknowledges 
the segment with the highest sequence number, then the TCP source will 
exit the fast recovery phase and will enter into the congestion avoidance 
phase. While TCP New Reno can prevent the source from entering the 
slow start phase when multiple segments are lost, it can still result in 
a lengthy retransmission period during which no new segments can be 
sent. 

TCP SACK extends TPC Reno by including more information in the 
ACK. The ACK contains a number of SACK blocks, where each SACK 
block specifies a non-continuous set of packets that has been received 
and queued at the receiver side. When a triple duplicate ACK loss is de
tected, the TCP source retransmits one lost segment and enters the fast 
recovery phase. The TCP source selectively retransmits one lost seg
ment that is reported by a SACK block for each partial ACK it receives. 
When an ACK acknowledges the highest sequence number sent when 
fast retransmission was triggered, TCP SACK exits the fast recovery 
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phase and enters congestion avoidance. By giving the SACK informa
tion, the sender can avoid unnecessary delays and retransmissions as in 
Reno and New-Reno, resulting in improved throughput. 

8.4.2 TCP over OBS 
When TCP is implemented over an optical burst-switched network, a 

burst loss may result in the loss of several TCP segments, which may be 
interpreted as heavy congestion by the TCP source. However, the loss 
of a single burst does not necessarily indicate congestion in the optical 
burst-switched network. If the loss of a single burst in the optical burst-
switched network leads to a timeout event at the TCP source, and if the 
optical burst-switched network is not congested, then this timeout event 
is referred to as a false timeout (FTO) [8]. In such a situation, entering 
slow start is not desirable, since doing so would unnecessarily reduce the 
TCP throughput. Several mechanisms for detecting FTOs and avoiding 
slow start are presented in [8]. 

In the first method, the TCP source must estimate how many of its 
segments will be included in the same burst. If the congestion window 
size is less than the estimated burst size, then a timeout event is treated 
as a false timeout. In this case, all of the segments within a window are 
likely to be contained in a single burst. Thus, a burst loss would always 
result in a timeout event regardless of whether or not there is congestion 
in the optical burst-switched network. If the congestion window size is 
greater than the estimated burst size, then a timeout event is treated as 
a true timeout. In this case, the segments in a given window are likely 
to be spread over more than one burst, and a timeout event will occur 
only if all of these bursts are lost. The loss of multiple bursts is likely 
to be a sign of congestion in the optical burst-switched network. 

A second approach proposed in [8] is for the OBS ingress node to 
inform the TCP source of which TCP segments are included in each 
burst. When a timeout event occurs, the TCP source can immediately 
determine whether all segments were in the same burst or not. If all 
segments were in the same burst, then the timeout is treated as a false 
timeout event. This approach requires the OBS layer to be aware of 
TCP segments. 

In a third approach, each burst header packet contains information 
on the TCP segments contained within the burst. When the burst is 
dropped, the dropping node will examine the header and send a nega
tive acknowledgement (NAK) to the TCP source, indicating which TCP 
segments were lost. If the TCP source determines that all segments in 
a congestion window were contained within the same lost burst, then it 
will interpret a timeout event as a false timeout. If all segments in the 
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congestion window were not contained in the lost burst, then a timeout 
event will be interpreted as a true timeout. 

The advantage of detecting a false timeout is that the TCP source 
can avoid entering the slow start phase if a timeout event is caused by 
a single burst loss rather than by network congestion. A disadvantage 
of the second and third approaches is that the OBS layer needs to know 
about TCP segments, and the TCP layer needs to be aware of bursts. 

8.5 OBS Testbeds 
A number of OBS testbeds have been developed and deployed in lab

oratory settings. These testbeds are intended to demonstrate the feasi
bility of the concept of OBS and to test various OBS protocols. 

8.5.1 TIPOR 
Although optical burst switching can be implemented over any all-

optical switching technology, a number of switch and router testbeds 
have been developed specifically with optical burst switching in mind. 
One such project is the TIPOR (Terabit IP optical router) project de
veloped at Alcatel [9]. In this testbed, IP packets or ATM cells are 
assembled into bursts at the router inputs, switched as bursts through 
an optical fabric, and disassembled into individual packets or cells at 
the router outputs. Thus, burst switching is just carried out across the 
router rather than across a network. 

The optical switching fabric is based on a broadcast and select ar
chitecture in which semiconductor optical amplifiers are used to select 
signals for a given output. The architecture also makes use of packet 
mode receivers that are capable of receiving bursts at data rates of up 
to 10 Gb/s and recovering the clock within 12 ns. 

8.5.2 JumpStart 
JumpStart is an OBS project [10] that is being developed by North 

Carolina State University and MCNC. JumpStart specifies a JIT-based 
architecture for OBS networks. 

The JIT-based architecture defined in the JumpStart project was im
plemented over the ATDnet all-optical networking testbed in the Wash
ington DC area [11]. The ATDnet testbed consists of several sites inter
connected by optical WDM fiber links, with each wavelength operating 
at OC-48 data rates. Each site maintains a Firstwave SIOS 1000 MEMs-
based optical crossconnect for all-optical switching. 

The JIT implementation over the ATDnet testbed involved the instal
lation of JIT OBS network controllers, referred to as JITPACs (Just-in-
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Time Protocol Acceleration Circuit), at three of the ATDnet sites. Each 
JITPAC consisted of a Motorola MPC8260 PowerPC processor, an Al
tera EP20K400C FPGA, 4 MB of SDRAM, a 64 MB SDRAM DIMM 
module, 16 MB of flash ROM, two serial ports, an ATM interface for 
the signaling channel, and an Ethernet interface for controlling the OXC. 
The cost of each JITPAC was approximately $4,000. 

The JIT protocol defined in the JumpStart project utilizes immediate 
reservation and either implicit or explicit release. The protocol sup
ports both analog and digital formats for data bursts and also supports 
multicasting. 
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